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Abstract

Role of Heterogeneous Ecosystems in Modulating Surface-Atmosphere Transport

by Sreenath Paleri

Accurate and reliable knowledge of the surface-atmospheric transport of mass and energy is

essential to inform our theories and models of Earth system processes. However, the Earth’s

surface is heterogeneous at multiple scales owing to spatial variability in various properties.

Hence, the atmospheric responses to these heterogeneities through fluxes of energy, water, car-

bon and other scalars are also scale-dependent and non-linear. Although these exchanges can

be directly measured using the conventional, tower-mounted eddy covariance technique, such

single-point measurement approaches suffer from spectral losses in lower frequencies when using

typical averaging times. The Chequamegon Heterogeneous Ecosystem Energy-balance Study

Enabled by a High-density Extensive Array of Detectors 2019 (CHEESEHEAD19) was a field

campaign designed to intensively sample and scale the land surface properties, surface energy

balance and the atmospheric boundary layer (ABL) responses to those within a 10 × 10 km

heterogeneous forested domain (that would fit within a ‘grid cell’ of a weather/climate model )

in northern Wisconsin, USA. In this dissertation, I studied the relevance of landscape scale, low-

frequency (meso-β, meso-γ), secondary circulations in the ABL transport of surface heat fluxes

during the Intensive Observation Periods (IOP) of CHEESEHEAD19. Specifically, I was inter-

ested in the effects of boundary layer static stability and surface heterogeneity on modulating

ABL organisation and examined the same using a combination of high resolution measurements

and numerical simulations.
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Applying wavelet analysis to the airborne turbulence measurements during the IOP days al-

lowed us to evaluate and spectrally resolve the flux contributions at 100 m above ground over

the heterogeneous landscape. Diurnal cycles for two days in the August IOP and two days

in the September IOP over a 27×30 km2 extended CHEESEHEAD19 domain were simulated

using the PArallelized Large Eddy Simulation Model (PALM). The simulated and measured

horizontal wind profiles and near surface time series agree well with each other. The mean

simulated values have a dependence on the imposed non-periodic boundary conditions derived

from the NCEP HRRRv4 data product. Finally, the coupled LES of the CHEESEHEAD19

field experiment days were diagnosed to identify secondary circulations induced by the hetero-

geneous land surface through time and ensemble averaging. The coupled simulations reveal

quasi-stationary and persistent heterogeneity induced secondary circulations in the daytime

ABL over the CHEESEHEAD19 study domain that span the entire mixed layer height. In the

convective boundary layer, wavelengths that scale as the effective surface heterogeneity length

scales at ∼ 3zi contribute the most to the heterogeneity induced transport.

This study underscores the role of ABL static stability, the ABL height and surface hetero-

geneity length scales in modulating the contributions from secondary circulations. Our study

supports ongoing parameterisation efforts for the contributions from secondary circulations to

tower measured surface energy imbalance using non-local scaling factors: zi, u∗ /w∗ and effec-

tive surface heterogeneity length scales. Our findings about the atmospheric coupling to surface

heterogeneity scales can help to inform consistent assumptions for sub-grid heterogeneity in land

surface schemes and ABL /convection schemes while representing the sub-grid coupling between

land surface and atmospheric heterogeneities in weather and general circulation models.
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Chapter 1

Background and Motivation

”All that you touch you Change.

All that you Change Changes you.

The only lasting truth is Change.”

Octavia Butler, Parable of the Sower

Surface atmospheric fluxes of energy, momentum, water, carbon and other scalars are integral

components of earth system processes. Terrestrial ecosystems act as important intermediaries

for these exchange processes, influencing earth’s weather and climate systems (Pielke et al.,

1998). These surface-atmospheric fluxes can be directly measured using the eddy-covariance

(EC) technique (Aubinet et al., 2012; Foken, 2017). The EC technique uses Reynolds decompo-

sition of the Navier-Stokes equation for momentum and scalar transport, with the assumptions

of stationarity and horizontal homogeneity, to calculate turbulent fluxes in the atmospheric

boundary layer (ABL). Tower based EC measurements are widely used to study ecosystem level

biosphere-atmosphere interactions and quantify surface-atmospheric fluxes (Aubinet et al., 1999;

Baldocchi et al., 2001).
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Using Reynolds decomposition on the conservation equation of a scalar χ, assuming incompress-

ibility, and writing the turbulent advection terms in their flux forms, we can get (Aubinet et al.,

2012; Stull, 1988) :

ρd
∂χ

∂t
+ ρdu

∂χ

∂x
+ ρdv

∂χ

∂y
+ ρdw

∂χ

∂z
+

∂ρdu′χ′

∂x
+

∂ρdv′χ′

∂y
+

∂ρdw′χ′

∂z
= S (1.1)

Integrating Equation1.1 over a Cartesian control volume as shown in Fig. 1.1, gives us

1

4L2
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−L
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0
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1
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−L

∫ L

−L
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0
Sdzdxdy︸ ︷︷ ︸

V

(1.2)

The complete budget of χ within the control volume (CV) states that the scalar could be stored

in the CV (term I) or transported by advection (terms in II) or turbulence (terms in III and

IV) because of a source or sink (term V). The most common simplification of this budget which

aids the generalised Eddy Covariance approach gives the following expression for the vertical

turbulent flux measured at the top of the CV:

∫ hm

0
ρd

∂χ

∂t︸ ︷︷ ︸
I

dz + ρdw′χ′|hm︸ ︷︷ ︸
IV

= Fs︸︷︷︸
V

(1.3)



3

Figure 1.1: Cartesian control volume over a homogeneous surface (reproduced from Finnigan
et al. (2003) Figure 1.a), over which the vertical flux WC is to be measured

This 1D simplification presupposes that the measurements are performed in a horizontally

homogeneous equilibrium layer where all horizontal gradients are negligible (Finnigan et al.,

2003). The vertical fluxes of the scalar at the surface and subsidence or convection are assumed

to be negligible as well, cancelling out the w′ term at the surface and the w term. Simplifying

this further and assuming steady state for the CV, term I can also be neglected. Term I can

be considered to be small only over the full diurnal cycle, but can be significant over shorter

time intervals. The assumption that the measurements are made in the surface layer of the

ABL is also made, because within the surface layer the vertical turbulent flux divergence is

small (within 10%, Foken (2017)). Which gives us the vertical turbulent flux over the CV as

the turbulent covariance with the vertical wind:

Fs = w′χ′|hm (1.4)
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With such strict assumptions and idealisations, over realistic surfaces EC measurements run into

issues. Hence, routine quality check criteria are included in EC flux calculations and experiment

design to check and ensure that turbulence is stationary and well mixed during the averaging

intervals and over the domain. Tower measurements are also made in the surface layer, well

above the roughness sub-layer of the ABL where the effects of surface roughness elements are

considered to be blended (Mahrt, 2000). It should be noted that, despite requirements for

idealised experimental conditions and strict assumptions, the EC method provides a direct

measure of surface atmospheric transport.

However, even with such experimental design and quality control, single point tower measure-

ments are limited by their footprints (part of the upstream surface contributing to the measured

flux). Moreover, requirements for stationarity can complicate sampling flux contributions from

lower frequencies (Desjardins et al., 1997; Mahrt, 2010) as well.

Here, I investigate how variations in land surface properties can influence the ABL response

and thereby affect single-point tower measured surface energy budgets and fluxes. I hope to

further advance our understanding of the diurnal and seasonal ABL evolution and circulation

characteristics using observations and numerical simulations over a heterogeneous mid-latitude

forested landscape.

1.1 Surface Energy Balance Closure Problem

A good first order sanity check on tower measured turbulent fluxes would be to check for the

closure of the measured surface energy budget (SEB); Whether available energy within the
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control volume sampled by the tower is balanced by the measured turbulent fluxes. Such a

check would also be important to validate land surface and biological model parameters such as

surface flux parameterizations in weather/climate models, water vapour surface conductances

in ecosystem/land surface models or validating model predictions of Net Ecosystem Exchange.

A simple 1D energy balance can be written as:

Rn = H + LE +G (1.5)

Where, Rn is the net radiation at the surface, H is the sensible heat flux, LE is the latent heat

flux and G stands for the storage term associated with soil heat fluxes and canopy storage.

However, a non- closed energy balance was observed starting with some of the earliest field

experiments with EC measurements in Australia (Leuning et al., 1982) and Germany (Koitzsch

et al., 1988). These studies pointed out possible issues with the fundamental assumptions of the

EC method. Subsequent field experiments in the late 80’s and early 90’s observed persistent

SEB residuals of the order of 10-20%.

Some of the early approaches to deal with the non-closure was to ‘correct’ the measured fluxes

by preserving the Bowen ratio, adjusting both the sensible and the latent heat fluxes by the

same percentage, based on the 30-minute energy balance residual (Twine et al., 2000).

To systematically go over the instrumentation and fundamental issues with measuring the en-

ergy budget a European Geophysical Society Workshop was held in Grenoble, France in 1994
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Experiment Reference Residual (%) Duration (days) Surface

FIFE-89 Verma et al. (1992) 0-10 40 grass

Vancouver Island-90 Lee and Black (1993) 17 9 16 m deciduous forest

TARTEX-90 Foekn et al. (1993) 33 24 barley/bare soil

KUREX-91 Panin et al. (1998) 38 27 agricultural

LINEX-96/2 Foken et al. (1997) 21 3 medium grass

LINEX-97/1 Foken (1998) 32 9 short grass

LITFASS-98 Beyrich et al. (2002) 14 21 bare soil

FIFE is the First International Satelite Land Surface Climatology Project (ISLSCP) Field Experiment,
TARTEX is the Tartu Experiment, LINEX is the Lindenberg Experiment, and LITFASS is the Lindenberg
Inhomogeneous Terrain - Fluxes between Atmosphere and Surface : a long term study

Table 1.1: Table 1 from Oncley et al. 2007, listing the energy balance residuals reported by
field measurements

(Foken and Oncley, 1995). Following this workshop, an international field experiment, EBEX

(Energy Balance Experiment) was designed over a flood irrigated cotton field in San Juan Valley,

Southern California. The idea of the experiment was to choose a field site that satisfies the as-

sumptions of the generalised eddy covariance approach and quantify any errors and uncertainties

involved with the instrumentation and data processing pipelines.

Oncley et al. (2007) gives an overview and some of the early results from EBEX. Using a dis-

tributed tower network, the experiment was able to inter-compare the EC instrumentation being

employed and quantify the roles of processes not accounted for in conventional measurements

such as advection, canopy storage, soil heat flux etc. Their measurements indicated that the

measured residuals remain greater than the error ranges, uncertainty estimates and minor losses.

They also noted that the measured radiation values are always higher than the measured fluxes

and point out that this would not be so had the issue been solely one of random measurement

error.

Later, Stoy et al. (2013) did a comprehensive analysis of EC flux measurements from 173 sites

across multiple ecosystems. The synthesis study found consistent energy balance non-closures
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across the sites and more importantly, noted that non-closure is linked to the degree of landscape

heterogeneity, quantified using MODIS products and GLOBEstat elevation data. They found

the best average closures in evergreen forests and savannas and the worst over crops, deciduous

broadleaf forests, mixed forests and wetlands. It is interesting to note that prior investigations

and subsequent studies have marked these same ecosystems to be particularly effected by het-

erogeneity effects. Based on their study, they suggested that mesoscale circulations linked to

landscape-scale heterogeneity might be playing an important role in surface-atmospheric ex-

changes, as proposed in earlier synthesis studies (Foken, 2008; Foken et al., 2010) with fewer

sites.

These secondary circulations generated in relation to surface heterogeneities are a leading hy-

pothesis to be the cause for the observed persistent non-closure of surface energy balance at EC

tower sites (Foken et al., 2011; Charuchittipan et al., 2014; Mauder et al., 2020).

1.2 Landscape Scale Low Frequency Transport Due to Quasi-

Stationary Sub-Mesoscale Processes

Based on their analysis of tower measured EC data, Blanford et al. (1991) and Bernhofer (1992a)

had attributed the residuals to large scale non-turbulent transport driven by surface gradients.

Finnigan et al. (2003) also pointed out that the conventionally used averaging windows of

30 minutes, along with rotating the coordinates so that the x-axis is aligned with the mean

horizontal wind would act as a high pass filter for the data. This would remove contributions

from motions with periods longer than the averaging times to the covariance being measured.

They used data from 3 forested sites, compared short-term and long-term averaged fluxes and

showed underestimations in the range of 10-15% when the longer-term fluxes are not considered.
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During periods when the longer duration covariances differed substantially from the short-

time averaged values they also noted how the flux cospectra show higher power in the lower

frequencies, unlike what is expected from classical theories, that assume non-significant powers

in the lower frequencies (Kaimal and Finnigan, 1994a).

Such circulations can be captured by turbulence resolving numerical experiments using Large

Eddy Simulations (LES). The LES study of ABL over homogeneously heated surface by Kanda

et al. (2004) showed that local advection by Turbulent Organised Structures (TOS) would lead

to a systematic underestimation of turbulent fluxes at point measurements. Inagaki et al. (2006)

extended this study by including a 1D sinusoidally varying surface heterogeneity. They decom-

pose the total flux to a turbulent and mesoscale component by phase averaging the turbulent

signals and identified thermally induced mesoscale circulations driven by differential heating of

the surface as a potential cause for the observed SEB residuals. They also note that measuring

the transport due to TOS over an experimental study domain is not a trivial problem as they

are randomly generated within the domain, even over homogeneous surfaces.

Using data from the LITFASS-2003 field experiment in Germany Foken (2008); Foken et al.

(2010) showed that area averaged flux measurements reduce the SEB residuals. This, combined

with the observations that the residuals are worse for sites with more heterogeneous surfaces,

lead to his hypothesis that what has remained unaccounted for in the budgets could be transport

due to secondary circulations tied to landscape heterogeneity. These would only be sampled

by tower mounted stationary instruments if they drift with the mean wind or if they spin up

within those tower footprints. This poses the energy balance closure problem as a scale problem,

of resolving the important scales of transport, instead of a measurement or instrumentation

problem.
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The Stoy et al. (2013) study followed Foken’s analysis and since then a growing body of research

has suggested that quasi-stationary low-frequency eddies in the ABL tied to land surface het-

erogeneity can play an important role in surface-atmospheric transport (Mauder et al., 2020).

These circulations can get attached to land surface features or drift slowly with the mean wind

(Mahrt, 2010). Longitudinal roll-like vortices, aligned with the mean wind can be generated in

atmospheric boundary layers (Lemone, 1973; Etling and Brown, 1993; Weckwerth et al., 1999).

Over heterogeneous surfaces, they can become localised over gradients of land surface tempera-

ture (Blanford et al., 1991; Maronga and Raasch, 2013a) or roughness (Desjardins et al., 1997;

Sun et al., 1997; Gryschka et al., 2008; Kröniger et al., 2018).

Maronga and Raasch (2013a) conducted a LES study using tower-measured sensible and latent

heat fluxes as imposed surface boundary conditions over the LITFASS-2003 field experiment

domain. Previous LES studies investigating the effects of surface heterogeneities had only

included idealised heterogeneities, like stripes, checker-board or sinusoidal variations. They also

came up with a combined time and ensemble averaging method to filter out signals of secondary

circulations from the primary convective turbulence signal over the more realistic surface fluxes.

They note that the secondary circulations become more roll like and less cellular with increasing

wind speed.

Identification and measurement of such structures from field observations call for spatially re-

solving measurement techniques, such as aircraft measurements, scintillometers, a distributed

tower network etc. Spectral analysis of tower measured turbulence data can also give some

insight into the nature of flux contributions from the lower frequencies. Using turbulence mea-

surements from different heights during the EBEX-2000 field campaign Zhang et al. (2010)

identified the influences of large eddies on convective and stable boundary layer. They observed
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large variations in the LE data manifested as saw tooth patterns. Gao et al. (2017) observed a

similar saw tooth pattern in daytime LE values and a phase shift between large-scale vertical

wind and water vapour density. Eder et al. (2015) measured the contributions from mesoscale

turbulent organised structures by combining three Doppler wind LiDARs. These low frequency

contributions would be missed by single-point tower measurements unless they are either swept

across the tower measuring points by the mean wind or the point measurements happen to be

in their vicinity (Mahrt, 2010; Charuchittipan et al., 2014).

1.3 Integrated Approaches to Resolve Eddy Covariance Chal-

lenges

Quantifying and diagnosing the 3 dimensional transport and horizontal variability of surface

atmospheric fluxes associated with stationary or slow moving eddies over heterogeneous domains

experimentally calls for deployment of intensive instrumentation that can sample the surface

atmospheric exchanges at multiple, overlapping scales (Wulfmeyer et al., 2018). Previous studies

have looked at how ABL stability regimes affect the spectral responses using tower measurements

(Gao et al., 2017, 2020) and LES studies have looked at the role of coherent structures in

modulating domain-mean flux transport as was pointed out earlier. However, the relationships

between the mesoscale transport, the surface heterogeneity scales and flux imbalances remain

to be investigated in a systematic field study in more detail (Steinfeld et al., 2007; Mahrt, 2010;

Zhou et al., 2019)

The Chequamegon Heterogeneous Ecosystem Energy-balance Study Enabled by a High-density

Extensive Array of Detectors 2019 (CHEESEHEAD19) was a field campaign designed to inten-

sively sample and scale the ABL response, surface energy balance and land surface properties
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within a 10 × 10 km heterogeneous forested domain (that would fit within a ‘grid cell’ of

a weather/climate model ) in northern Wisconsin, USA (Butterworth et al., 2021). The field

campaign collected measurements of ground based and airborne fluxes, atmospheric profiles and

surface environment at varying scales. A network of 20 towers were deployed above the forest

canopy, including one 400 m tall tower, to sample the surface fluxes across the domain from

June to October of 2019. Profile measurements were done using a suite of LiDAR soundings

and radiosonde releases. LiDAR measurements of the forest canopy and hyperspectral imagery

of the land surface were performed. During three 7-day intensive observation periods (IOPs),

the University of Wyoming King Air (UWKA) measured EC fluxes, ABL depth and profiles

over an extended 30 × 30 km domain. Butterworth et al. (2021) provides a detailed review of

the field campaign setup. Two main motivations for the campaign were

1. How does spatial heterogeneity of the surface impact the energy balance and local atmo-

sphere circulations?

2. How does the presence or absence of these circulations influence the representativeness of

single-point surface fluxes compared to the grid average?

1.4 Research questions and hypothesis

Combining the comprehensive CHEESEHEAD19 observational dataset with high resolution nu-

merical modelling can help explore questions about the relationships between ABL secondary

circulations (low frequency responses) and heterogeneous landscapes. For my doctoral disser-

tation, I use the CHEESEHEAD19 airborne observations and a ’realistic’ LES informed by the
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field campaign measurements to that effect. The specific research questions and hypothesis

investigated are:

Research Question 1

How do spatial scales of surface-atmosphere fluxes vary over heterogeneous surfaces across the

day and across seasons? What is the role of ABL stability and land surface variability in

modulating these surface atmospheric exchanges?

• Hypothesis 1: Persistent contributions of larger scale (in the range of meso-β to meso-

γ) fluxes to the daytime sensible and latent heat fluxes exist with diurnal and seasonal

variations.

Research Question 2

Can LES be used to evaluate mechanisms that generate surface-heterogeneity induced mesoscale

circulations in the diel ABL ?

• Hypothesis 2: Large eddy simulations, initialised with real-world surface heterogeneity,

develop similar mesoscale structures and patterns as observations.

Research Question 3

Can diagnosing and quantifying these circulations and scale-separated transport help observe

the “true” transport and how do their effects scale with the length scales of surface heterogeneity

and the convective boundary layer height?
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• Hypothesis 3: Surface flux heterogeneity modulates the atmospheric boundary layer

response to it by inducing quasi-stationary coherent structures that transition from roll

vortices to cellular structures as the boundary layer becomes more convectively unstable.

The following conceptual framework is proposed to tie these research questions and their impli-

cations together:

Quasi–stationary, mesoscale eddies tied to landscape scale heterogeneity can be superimposed

over ABL turbulence. Since they would contribute to fluxes in these ’landscape-scales’, as the

amplitudes of these surface heterogeneity scales become more important, there would be more

transport in these larger scales. Their effects would be stronger in convective boundary lay-

ers, with weaker mean winds so that they are not smeared by the mean flow. Signals of this

landscape related transport would be reflected in the single-point, Reynolds averaged, tower

measured surface energy balance residuals.
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Chapter 2

Space-scale resolved surface fluxes

across a heterogeneous, mid-latitude

forested landscape

Paleri, S., Desai, A.R., Metzger, S., Durden, D., Butterworth, B.J., Mauder, M., Kohnert, K.

and Serafimovich, A. 1

2.1 Introduction

Surface-atmospheric fluxes of energy, momentum, water, carbon and other scalars are integral

components of Earth system processes. Terrestrial ecosystems act as important intermediaries

for these exchange processes, influencing Earth’s weather and climate systems (Pielke et al.,

1998). However, the land–surface is heterogeneous at multiple scales owing to spatial variability

in multiple properties and the atmospheric responses to these heterogeneous surface forcings

through the fluxes of energy, water, carbon and other scalars are also scale dependent and

non-linear (Avissar and Schmidt, 1998). Since the scales of transport vary from Kolmogrov

1Reprinted from Space-scale resolved surface fluxes across a heterogeneous, mid-latitude forested landscape.
Journal of Geophysical Research: Atmospheres, p.e2022JD037138. Copyright (2022), with permission fromWiley.
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microscale in the turbulent regime to the mesoscale it is not easy to resolve the contributions

from all of the relevant scales directly using observations or simulations (Bou-Zeid et al., 2020)

The primary transport process in the atmospheric boundary layer (ABL) is turbulence and the

surface-atmospheric turbulent fluxes can be directly measured using the eddy-covariance (EC)

technique (Aubinet et al., 2012; Foken, 2017). The EC technique uses Reynolds decomposition

of the Navier-Stokes equation for momentum and scalar transport, with the assumptions of

stationarity and horizontal homogeneity, to calculate turbulent fluxes in the ABL. Tower based

EC measurements are widely used to study ecosystem level biosphere-atmosphere interactions

and quantify surface-atmospheric fluxes (Aubinet et al., 1999; Baldocchi et al., 2001). Even

with careful experimental design and quality control, they are however limited by their surface

flux footprints (i.e., part of the upstream surface contributing to the measured flux). Moreover,

requirements for stationarity can complicate sampling flux contributions from lower frequencies

as well (Desjardins et al., 1997; Mahrt, 2010)

So, a good first order sanity check on tower measured turbulent fluxes would be to check for

the closure of the measured surface energy budget, evaluating whether available energy (the

difference between measured net radiation and ground heat flux) within the control volume

sampled by the tower is balanced by the measured sum of turbulent sensible and latent heat

fluxes (Oncley et al., 2007; Foken, 2008; Foken et al., 2010; Mauder et al., 2020). Such a check

would also be important to validate land–surface and biological model parameters such as sur-

face flux parameterisations in weather and climate models, water vapor surface conductances in

ecosystem and land–surface models or validating model predictions of net ecosystem exchanges

(NEE). However, a persistent surface energy balance residual has been reported in prior inves-

tigations across multiple sites in multiple ecosystems (Oncley et al., 2007; Foken et al., 2010;
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Mauder et al., 2020)

Simulations and observational studies have shown that there can be larger scale transport linked

to landscape variability. Based on their analysis of tower measured EC data Bernhofer (1992b)

had attributed the residuals to large scale non-turbulent transport driven by surface gradi-

ents. Finnigan et al. (2003) pointed out that the conventionally-used averaging windows of 30

minutes could act as a high pass filter for the data. They also noted that pre-treating tower

measured turbulent data by rotating the measurement coordinates so that x-axis of measure-

ment is aligned with the mean horizontal wind could also contribute to the same. Such data

processing would remove contributions of motions with periods longer than the averaging times

to the covariance being measured. Early Large Eddy Simulation (LES) studies (Kanda et al.,

2004; Inagaki et al., 2006; Steinfeld et al., 2007) with idealized surface forcings indicated that

transport due to turbulent organized structures and thermally-induced mesoscale structures can

cause systematic underestimation of fixed point tower flux measurements. Maronga and Raasch

(2013a) conducted a LES study using measured sensible and latent heat fluxes as imposed

surface boundary conditions over the LITFASS-2003 field experiment domain and diagnosed

signals of heterogeneity-induced vertical velocities linked to landscape heterogeneities. Using

a wavelet analysis of airborne turbulent data during the BOREAS field experiment, Mauder

et al. (2008a) quantified the mesoscale transport across a temperate heterogeneous landscape

to be 10% of surface measured available energy and of the same order of magnitude as tower

measured residuals over the domain. The LES study by Xu et al. (2020) employed simulated

towers over idealized heterogeneities. Following a spatio-temporal eddy covariance approach for

simulated towers they could account for 95% of the available energy with one tower per 40 km2.

Such a spatial approach seems to account for the landscape-scale low frequency transport. The
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recent LES study by Margairaz et al. (2020) over idealized heterogeneities also shows that fluxes

by secondary circulations can account for 5-10% of near surface sensible heat fluxes.

These investigations indicate that when surface heterogeneity starts influencing the surface-

atmospheric transport, there can be quasi-stationary circulations modulated by the hetero-

geneity amplitudes and background wind. Such structures could lead to increased advective

transport and flux divergences, thereby altering the net transport associated with the turbulent

covariance term, measured through the eddy covariance method (Mahrt, 2010; Mauder et al.,

2020). Quantifying and diagnosing such a 3 dimensional transport and horizontal variability of

surface atmospheric fluxes over heterogeneous domains in the field calls for the deployment of

intensive instrumentation that can sample the surface atmospheric exchanges at multiple, over-

lapping scales (Wulfmeyer et al., 2018). Identification and measurement of such structures and

their contributions from field observations call for spatially resolving measurement techniques,

such as a distributed tower network (Oncley et al., 2007; Mauder et al., 2008b; Engelmann

and Bernhofer, 2016; Morrison et al., 2021), airborne measurements (Mahrt, 1998; Strunin and

Hiyama, 2004; Bange et al., 2002, 2006; Mauder et al., 2007b), scintillometers (Foken et al., 2010;

Xu et al., 2017; Meijninger et al., 2006) and LiDAR measurements (Drobinski et al., 1998a; Hig-

gins et al., 2013; Eder et al., 2015) etc. Spectral analysis of tower measured turbulence data can

also give some insight into the nature of flux contributions from the lower frequencies (Zhang

et al., 2010, 2014; Zhou et al., 2019; Gao et al., 2020).

Among these measurements, airborne EC measurements are one of the few that can directly

measure the spatial distribution of 3D turbulence across a study domain (Mahrt, 1998, 2010).

Moreover, with spatial transects, airborne measurements can directly sample contributions from

larger (of the order of meso-β 20-200 km, meso-γ 2-20 km, from Orlanski (1975) ) scale persistent
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structures excited by surface heterogeneities. In contrast, for ground-based measurements these

larger scale structures would have to drift by their field-of-view. Airborne transects through a

study domain can also pass through multiple quasi-stationary eddies, giving robust statistics

for the measured fluxes.

Here, we use airborne turbulence data collected over a heterogeneous mid-latitude forested

landscape interspersed with creeks and lakes in the Chequamagon-Nicolet National forest near

Park Falls, Wisconsin USA. Through this analysis we aim to address the following research

questions:

1. Can spatially-resolved airborne eddy covariance identify spatial scales of surface-atmosphere

fluxes over heterogeneous surfaces?

2. How do spatial scales of surface-atmospheric fluxes vary across the day and across sea-

sons? What is the role of ABL stability and land–surface variability in modulating these

exchanges?

3. What are the ensuing implications for improving the surface energy balance closure or

understanding scales of turbulent transport?

The airborne measurements were collected as part of the Chequamegon Heterogeneous Ecosys-

tem Energy-balance Study Enabled by a High-density Extensive Array of Detectors (CHEESE-

HEAD19) field experiment (Butterworth et al., 2021), conducted from July to October 2019.

The experimental study design aimed to sample the landscape transition from late summer to

early fall and the associated ABL responses. The CHEESEHEAD19 airborne dataset presents
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a unique opportunity to analyse long periods of airborne EC over long legs (30 km) in a het-

erogeneous region over multiple times a year with differing patterns of surface sensible and

latent heat fluxes. The dataset provides an extensive set of scenarios to investigate our research

questions and derive principles from. To quantify and spatially localise contributions from all

the relevant scales of transport we calculate the surface atmospheric fluxes through the wavelet

cross-scalograms of the turbulent data (Strunin and Hiyama, 2004, 2005; Mauder et al., 2007a;

Metzger et al., 2013). A wavelet based analysis can distinguish surface-atmosphere fluxes at

multiple scales and quantify the contributions from larger scales, allowing us to resolve scale

transport across space.

To those ends, we pose the following null and alternative hypotheses:

• H0: Mesoscale transport is an invariant, small fixed fraction of the total flux.

• HA: Persistent contributions of larger scale (in the range of meso-β to meso-γ ) fluxes to

the daytime sensible and latent heat fluxes exist with diurnal and seasonal variations.

2.2 Data and Methods

2.2.1 Experiment description

The Chequamegon Heterogeneous Ecosystem Energy-balance Study Enabled by a High-density

Extensive Array of Detectors (CHEESEHEAD19) was a field campaign conducted from June

to October 2019, in Chequamegon-Nicolet National Forest, Wisconsin, USA. The experiment

was designed to intensively sample and scale land–surface properties and the ABL responses

to it across a heterogeneous mid-latitude forested landscape interspersed with creeks and lakes.

The two main motivations for the field experiments were to determine how spatial heterogeneity
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of the surface impacts the local energy balance and atmospheric circulations and to evaluate

how the presence or absence of these circulations influence the representativeness of single-point

surface fluxes compared to the grid average.

Measurements were made using a suite of observing platforms over a core 10×10 km domain

(that would fit within a ‘grid cell’ of a weather/climate model) and a 30×30 km extended

domain centred on the Department Of Energy Ameriflux regional tall tower (US PFa 45.9459◦

N, −90.2723◦ W). EC fluxes have been measured nearly continuously at the US PFa tall tower

since 1996 (Berger et al., 2001) and the study domain is well documented in previous studies

that used flux data from the tall tower (Davis et al., 2003; Desai, 2014; Desai et al., 2015).

The field campaign collected measurements of ground based and airborne fluxes, atmospheric

profiles and surface environment at varying scales. Butterworth et al. (2021) gives a detailed

overview of the field experiment design and all of the deployed instrumentation.

Figure 2.1 shows the land cover classes across the extended domain from the State of Wisconsin

Department of Natural Resources Landcover Data (Wiscland 2.0) accessed from https://dnr.

wisconsin.gov/maps/WISCLAND. The vegetation and land cover within the study domain is

characteristic of a mid-latitude temperate forest, dominated by conifers, broadleaf deciduous

trees and wetlands. The study domain is also interspersed with open water bodies, the largest

being the Flambeau Lake to the North-Eastern sector of the domain. The presence of such a

vertically and horizontally heterogeneous surface, with maximum canopy heights ranging from a

couple of metres to 35 metres, gives a unique opportunity to study surface atmospheric exchanges

over unstructured land–surface heterogeneity where multiple surface properties and roughness

elements vary at multiple scales, addressing a crucial gap in our current understanding Bou-

Zeid et al. (2020). Site descriptions of 17 flux tower sites, set up as part of the National Center

https://dnr.wisconsin.gov/maps/WISCLAND
https://dnr.wisconsin.gov/maps/WISCLAND
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for Atmospheric Research (NCAR)-Integrated Surface Flux Station (ISFS) network, within the

core 10×10 km domain can be found at http://cheesehead19.org. This gives an idea about

the variation in surface and vegetation properties across the domain. The extended 3-month

duration of the field experiment also allows us to sample the shift in the surface energy budget

partitioning as the study domain shifts from a latent heat-dominated late summer landscape to

a more sensible heat flux-dominated early autumn landscape.

Figure 2.1: Land Cover classes for a 40×40 km area bounding the study domain from the
Wiscland 2.0 landcover classification dataset. The 10×10 km core CHEESEHEAD19 domain

is shown in the red box.

2.2.2 Airborne intensive observations

Airborne turbulence data were collected over the extended domain with the University of

Wyoming King Air (UWKA) research aircraft. The UWKA is a Beechcraft King Air 200T

model, a part of the National Science Foundation’s Lower Atmosphere Observation Facility

that has been in use for insitu airborne measurements of cloud and boundary layer properties

http://cheesehead19.org
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since 1977 (Rodi, 2011; Wang et al., 2012). Three seven-day Intensive Observation Periods (re-

ferred to as IOPs henceforth) were conducted during the experiment during each month from

July to September when all the available field instrumentation were deployed simultaneously.

During these IOPs the UWKA Research Aircraft flew linear transects across the domain on four

days sampling turbulent measurements of wind velocities, temperature, water vapor, and CO2,

at a frequency of 25 Hz (Table 2.1). The airborne experiment was designed with the help of

numerical experiments to maximise spatial coverage over the domain, ensure adequate sampling

of larger scale eddies and ensure crew safety. Metzger et al. (2021) provides details about the

numerical simulations, analysis framework and design strategy used to come up with the final

flight patterns for the airborne measurements. Figure 2.2 shows these different patterns and

their respective waypoints. Each research flight pattern was composed of flight transects con-

necting consecutive waypoints. We refer to these individual transects as flight legs. The flight

legs were designed to be 30 km so that they extend about 10 km outside of the core 10×10 km

domain to ensure that enough mesoscale contributions to the core 10×10 km domain could be

sampled.

On each day there was a morning (14:00 - 17:00 Universal Time Coordinated) flight and an

afternoon (19:00 - 22:00 Universal Time Coordinated) research flight. Each Research Flight

(RF) performed 30 km down-and-back transects at 100 m and 400 m above ground between

two consecutive waypoints, alternating between straight and diagonal passes. The first leg of

all transects was at 400 m and the return legs at 100 m. For example, from Table 2.1, on 2019

July 11th, the morning research flight was RF03 with the WE1 (west-east 1) flight pattern. For

RF03, from Figure 2.2, the first leg was from waypoint 1 to waypoint 2 at 400 m and the second

leg was back to 1 from 2 at 100 m. Then the third leg would be from 1 to 4, diagonally at 400



23
Table 2.1: Dates, times, flight patterns of the flights analysed for all 3 IOPs

Date
Domain start
time (UTC)

Domain end
time (UTC)

Flight
Number

Flight
Pattern

Wind Dir
(deg)

Wind Speed
(m/s)

Short Wave
Incoming
(W/m2)

2019-07-09 14:00 16:00 RF01 West-East 2 180 6 643
2019-07-09 19:00 21:00 RF02 West-East 2 210 5 701
2019-07-11 14:00 16:00 RF03 West-East 1 345 3 852
2019-07-11 19:00 21:00 RF04 West-East 1 45 5 829
2019-07-12 14:00 16:00 RF05 West-East 2 225 6 686
2019-07-12 18:00 21:00 RF06 West-East 2 225 5 642
2019-07-13 14:00 16:00 RF07 South-East 2 330 3 833
2019-07-13 19:00 21:00 RF08 South-West 1 330 3 869
2019-08-20 14:00 16:00 RF09 South-East 1 215 3 244
2019-08-20 19:30 22:00 RF10 South-East 1 180 1 648
2019-08-21 14:00 16:30 RF11 South-West 1 0 5 663
2019-08-21 19:00 21:30 RF12 South-West 1 315 6 639
2019-08-23 14:00 16:30 RF15 West-East 2 80 0.5 681
2019-08-23 19:30 21:30 RF16 West-East 2 120 3 703
2019-09-24 14:00 16:30 RF17 South-East 1 230 4 503
2019-09-24 19:00 21:30 RF18 South-East 1 180 5 342
2019-09-25 14:40 17:00 RF19 South-West 1 270 5 573
2019-09-25 19:30 22:00 RF20 South-West 1 310 5 326
2019-09-26 14:00 16:30 RF21 South-East 1 270 3 518
2019-09-26 18:45 21:15 RF22 South-East 1 265 5 422
2019-09-28 14:30 17:00 RF23 West-East 1 353 3 674
2019-09-28 19:00 21:30 RF24 West-East 1 15 3 500

m and so on.

The primary scientific purpose of the higher 400 m legs was to observe the temperature and

moisture profiles using a downward pointing Compact Raman Lidar. The low-altitude legs were

flown at 100 m since this was the lowest altitude deemed safe to fly for the maximum forest

canopy height of 35 m. This also ensures that the measurements taken were in the surface

layer and above the roughness sublayer of the forested domain. Wavelet cross scalograms of the

atmospheric turbulence data from the 100 m legs were used to calculate the surface atmospheric

fluxes during the IOPs.
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Figure 2.2: Three sets of waypoints define three distinct flight patterns, named after the start-
ing location and direction of their first waypoint: (a) south-east (SE), (b) south-west (SW) , and
(c) west-east (WE). Flying the numbered waypoints either in ascending order (SE1, SW1, WE1)
or descending order (SE2, SW2, WE2) results in six distinct flight sequences that maximize data
coverage under different wind conditions. Map credit: James Mineau, University of Wiscon-
sin – Madison. [Metzger et al. (2021): Figure 14, published by Atmospheric Measurement
Techniques, reproduced with permissions under https://creativecommons.org/licenses/by/4.0/]

2.2.3 Wavelet Analysis

Wavelet transforms can reveal information localised in both space and frequency domains (Farge,

1992; Mahrt et al., 1994) for a given input signal. This distinct property makes wavelet based

time-frequency analysis suited for the analysis of in-homogeneous or non-stationary geophysics

data, unlike other conventional methods such as a Fourier transform or its windowed version

(Kumar and Foufoula-Georgiou, 1994) that require periodicity. Airborne measurements over

the CHEESEHEAD19 study domain sampled a spatially and temporally varying surface flux

field, including measurements over varying surface roughness heights, canopy heights and soil

properties. In this regard, a wavelet decomposition of the airborne turbulence measurements

over the heterogeneous domain can extract scale-resolved information and quantify contributions

from larger scale quasi-stationary modes induced by landscape scale heterogeneities. A wavelet
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analysis also yields a space-scale mapping of the measured fluxes, throughout the day and across

seasons.

The wavelet functions and analysis methods were developed for time-frequency analysis (Farge,

1992; Thomas and Foken, 2005), but since we are working with spatial data, we’ve expanded

upon the existing methodology to facilitate space-scale analysis. In wavelet analysis, one starts

with choosing a wavelet function or mother wavelet, Ψ, which is localised in both space and

frequency domains and has zero mean (Torrence and Compo, 1998; Farge, 1992). The mother

wavelet of choice for this study is the complex Morlet wavelet, Ψ(η) = π−1/4eiω0ηe−η2/2, with

the frequency parameter ω0 = 6 as suggested by Torrence and Compo (1998). The Morlet

wavelet is a complex sine wave modulated by a Gaussian envelope and has been in use for the

analysis of atmospheric turbulence data because the resulting wavelet transform offers good

localisation in the scale domain (Strunin et al., 2004; Thomas and Foken, 2005; Mauder et al.,

2007a). The mother wavelet Ψ can be stretched and squeezed or translated across the spatial

domain to construct ’daughter wavelets’ Ψp,a,b where a is the dilation parameter and b is the

translation parameter.

Ψp,a,b(x) =
1

ap
Ψ(

x− b

a
) = Ψp(η) (2.1)

Here, p is a normalisation parameter and is set as 1/2 for this study, and η is a non-dimensional

coordinate in the space-scale domain. The wavelet transform is a convolution,
∫
f(x)Ψ∗

p,a,b dx,

of a given signal f(x) with the daughter wavelets to yield a series of wavelet coefficients T (a, b)

that are functions of the dilation and translation parameters. Ψ∗
p,a,b is the complex conjugate of

Ψp,a,b. Since both the scale and the location of the mother wavelet filter kernels can be adjusted,
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such an analysis can yield localised details matched to their scale (subject to the fundamental

Heisenberg uncertainties, (Addison, 2017)). In the discrete limit, for a spatial series f(n) with

N data points the wavelet coefficients become,

Tf (a, b) =

N∑
n=0

f(n)Ψ∗
p,a,b (2.2)

Different localisations or ’daughter wavelets’ of the same mother wavelets are scaled and trans-

lated across the input data to extract information about the amplitudes and locations of match-

ing details corresponding to equivalent amplitudes at corresponding locations present in the

input signal. This allows us to calculate the wavelet spectral energy density (Ef ) for a chosen

dilation and locations from the coefficients as Ef (a, b) = |Tf (a, b)|2, referred to as the wavelet

scalogram matrix. Consequently, the variance (σf ) of the chosen signal, f(x) can be calculated

by averaging the matrix and summing across the scales,

σf =
δjδt

CδN

J∑
j=0

N−1∑
n=0

|Tf (aj , bn)|2

aj
(2.3)

Here, δt = 0.04 for the 25 Hz data and δj, the discrete intervals in scale, is set as 0.125, setting

up 8 octaves, following Torrence and Compo (1998). Cδ is an admissibility constant defined

for each mother wavelet of choice, to reconstruct the original series from its wavelet transform.

For the complex Morlet wavelet Cδ = 0.776 (Torrence and Compo, 1998). Similarly, given

two signals, f(n) and g(n), a cross-scalogram matrix can be calculated as Tf (a, b) × T ∗
g (a, b),

where ∗ denotes a complex conjugate. Their co-variance can be estimated by integrating their

co-spectral energy spanning the constituent scales across their cross-scalograms as:



27

covab =
δjδt

CδN

J∑
j=0

N−1∑
n=0

Tf (aj , bn)T
∗
g (aj , bn)

aj
(2.4)

A sample wavelet cross-scalogram of vertical wind and water vapour mole fraction space series

is shown in Figure 2.3 b. Integrating the cross-scalogram in scale and converting the variance

magnitudes to energy units lets us calculate the associated scale-integrated flux space series,

shown in Figure 2.3 a. The shading in the cross-scalograms denote the amplitude of the wavelet

coefficients. The peaks in the calculated latent heat flux space series can be seen coinciding

with segments of strong amplitudes, which vary throughout the length of the series reflecting

the variability of surface atmospheric transport across the transect.

The summation operation in Equation 2.4 can be performed over any desired subset of scales

to calculate the wavelet covariance between two chosen signals (Torrence and Compo, 1998;

Mauder et al., 2007a). Doing so gives the contribution from those ranges of scales to the

total covariance. This presents the opportunity to quantify the contributions from different

scales over choice of spatial segments by integrating across subsets of scales without neglecting

contributions from scales larger than the choice of spatial segment. For this study we chose a

flux partitioning scale of 2 km to distinguish between small-scale boundary layer turbulence and

larger mesoscale contributions following Mauder et al. (2007a) and Strunin et al. (2004). The 2

km cutoff serves as proxy for the maximum boundary layer height, which would be the largest

scale for the turbulent energy producing eddies in the ABL. ABL height shifts are observed

in response to temporal factors such as seasonal and diurnal cycles (Figure 2.7 ) as well as
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Figure 2.3: A sample wavelet cross-scalogram (b) between vertical velocity and water vapour
mole fraction illustrating the scale-resolved spatial contributions along RF02 flight leg 04. This
cross-scalogram is calculated by integrating across spatial scales along the y-axis giving the
latent heat flux space series shown in (a). The shading in (b) denotes amplitudes with red
shaded regions denoting positive contributions, while blue shades denote negative and white

neutral. Hashed portions represent the cone of influence for edge effects.

spatial variations in land-cover heterogeneity. However, the 2 km threshold seems to be a good

indicator for the the relative variation in the magnitude of mesoscale fluxes (Section 2.3.1).

2.2.4 Flux measurement and data processing

Wavelet based flux processing of the campaign data was done using the eddy4R family of

open source packages Metzger et al. (2017). The 25 Hz airborne data product used in this

study was preprocessed by the UWKA research crew to include routine UWKA corrections and

is hosted at the NCAR-Earth Observing Laboratory (EOL) repository as part of the public

CHEESEHEAD19 project data repository French et al. (2021). Table 2.2 gives details of the

UWKA instrumentation used for measuring aircraft and atmospheric state variables. Each
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research aircraft deployment had a resulting 25 Hz netcdf data file. The data from these files

with all the necessary atmospheric and aircraft state variables were read in to the eddy4R

processing environment. The air temperature, pressure and water vapour mole fraction data

were lag corrected by maximising the cross-correlation with vertical velocity data (Hartmann

et al., 2018). Flight leg start and end times were used to slice the research flight data into

flight leg specific data. This ensured that only data collected during the linear transects across

the study domain are used for the study and data collected during the over turnings at the

way-point edges are excluded. Convective boundary layer (CBL) height was measured during

the IOP days by two 915-MHz Wind Profiler Radars (WPRs) deployed roughly 45 km west

and south to the WLEF tall tower (locations in Figure 1.a Duncan Jr et al. (2022) and data

available from Bianco and Duncan (2020)) at the Lakeland and Prentice airports in Wisconsin.

CBL heights from the hourly averaged data product were also added to the flight leg level data.

Flux calculations were performed individually for each flight leg. The missing data threshold

was set to 90%. Each flight leg covered spatial transects of 25 to 30 km, depending on whether

they were horizontal or diagonal along the cardinal wind directions (Section 2.2.2). With 25

Hz frequency and an averaged airspeed of 86 m/s, the mean spatial resolution of the data was

3.5 metres. Hence, the average number of data points for the flight leg level datasets analysed

for each flight was 8200, with datasets ranging from 6500 to 9000 data points. The minimum

daughter wavelet frequency was set at the Nyquist frequency of 12.5 Hz and the maximum

depended on the duration of the dataset (averaging to 30 km). The wavelet frequencies were

converted to scale space using the Fourier wavelength for the Morlet wavelet (Torrence and

Compo, 1998). Adaptive, high frequency corrections were applied to the wavelet scalograms

following (Nordbo and Katul, 2013). A spatial series of wavelet covariance fluxes was calculated



30
Table 2.2: Univerity of Wyoming King Air instrumentation details

Measurement Instrument Description

Aircraft State

3D position,
ground velocity,
orientation,
Body-axis
longitudinal/lateral/vertical acceleration

Applanix AV 410
GPS/Inertial Measurement Unit

Applanix Position Orientation System
for Airborne Vehicles;
combined solid-state/GPS system with
real-time differential corrections;
higher accuracy post processed
data available Haimov and Rodi (2013)

Altitude
Stewart Warner APN159
radar altimeter

Altitude above ground level
Range:0 - 60000 ft(18288 m); accuracy 1%;
resolution: 0.24 ft (0.07 m)

Airspeed
Honeywell Laseref SM
Inertial Reference System (IRS)

Range:0-4095 kts; accuracy: 13.5 ft/s ;
resoluton: 0.0039 kts

flow angles
Rosemount 858AJ
five-hole gust probe

Range:+-15; accuracy:0.2; resolution:0.00015

Atmospheric State

Air temperature
Reverse-flow housing
with Minco platinum-resistive element
Rodi and Spyers-Duran (1972)

Range: -50 to +50 C; accuracy: 0.5 C ;
resolution: 0.006 °C

Wind Components
Applanix AV 410
GPS/Inertial Measurement Unit

Earth relative 3D wind

Atmospheric Pressure Rosemount 1501 HADS

High Accuracy Digital Sensing module
static pressure, corrected for dynamic effects
Rodi and Leon (2012) ; Range: 0-1034 mb;
accuracy : 0.5 mb, resolution: 0.006 mb

Water vapor LICOR Li-7500A LI-COR LI-7500 open-path CO2/H2O Gas Analyzer

from the wavelet cross-scalograms using Equation 2.4, for overlapping subintervals of 1000 m

(Metzger et al., 2013). The 1000 m subintervals were centred above each cell of the 100 m

resolution Wiscland 2.0 landcover classification dataset for the study domain (Figure 2.1, Section

2.2.5), giving window averaged flux measurements every 100 m. Random and systematic flux

errors were calculated following (Lenschow and Stankov, 1986) and (Lenschow et al., 1994).

The turbulent scale flux space series was calculated by setting the maximum wavelet scale for

scalograms at 2 km. The mesoscale flux contributions were then calculated as the difference

between fluxes from all scales and the turbulent scale fluxes. While creating summary statistics

and figures an absolute threshold of 10 Wm−2 was applied for sensible and latent heat fluxes

to ensure that the fluxes are well resolved. A hard threshold of (-400, 1000) Wm−2 was set for

the LE space series and (-50,400) Wm−2 for the H series to remove spurious measurements.
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2.2.5 Footprint modelling and flux topographies

Footprint of a flux measurement refers to the effective finite measurement area upwind of the

sensors from where the eddies are being sampled from (Foken et al., 2006). Kljun et al. (2004)

is a 1D parameterisation of a backward Lagrangian model (Kljun et al., 2002) in the stable

to strongly convective ABL. Since this is not crosswind-integrated, Metzger et al. (2013) com-

bined it with a Gaussian crosswind dispersion function. This is implemented in the analysis

currently. The model requirements measurements of friction velocity (u∗), measurement height

(z), standard deviation of the vertical wind (σw) and the aerodynamic roughness length (z0).

With the exception of z0 all the other variables are directly measured by the UWKA. z0 is

inferred from a logarithmic wind profile with the integrated universal function for momentum

exchange after Businger et al. (1971) in the form of Högström (1988) (Metzger et al., 2013).

For each of the 1000 m subintervals geolocated above the centres of the landcover classification

dataset an individual footprint weight matrix was calculated as the subintervals were moved

forward in space along the flight leg. This generated a footprint weight matrix for every flight

leg analysed (Figure 2.4 a). This matrix is used to weigh and cumulatively sum the landcover

contributions along the flight leg to give the space series of land–surface contribution to the flux

series (Figures 2.4 b, c). The latent heat flux space series presented in Figure 2.4.c is the same

series whose cross-scalogram was presented in Figure 2.3 b.

To investigate how the flux contributions vary over the course of a research flight and spatially

over the domain, the measured fluxes are back-projected to their surface source as gridded

two-dimensional data following the flux topography method of Mauder et al. (2008a). Flux to-

pographies are the footprint-weighted flux contributions measured across the domain from the
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Figure 2.4: Footprint weights and window averaged flux space series calculated for RF02
flight leg 04. a) Cumulative flux footprint along the flight leg (shown in white dashed lines).
Contour lines show 30, 60 and 90% source area contributions to the fluxes measured. b) Space
series of measured air temperature (purple line) and calculated sensible heat flux (black line
with coloured dots). Shading around each line indicate the random sampling errors. colour of
the circles in the flux series indicate the dominating land cover type. Legend in Figure 2.1. c)
Space series of measured water vapour mole fraction (purple line) and calculated latent heat
flux (black line with coloured dots). Coloured and shaded the same as b. 251 flux estimates
were calculated at each 100 m grid cells located below the flight leg as seen in a. Giving a 1000

m window averaged version of Figure 2.3.a.

airborne data (Amiro, 1998). The flux topographies are calculated over a 10×10 km CHEESE-

HEAD19 domain sub-set at the 100 m resolution of the flux space series. The calculated fluxes

are projected back to the surface grid, weighted at each grid cell by the cumulative flux footprint

from all the sub intervals in a processed flight leg.

For each flight leg from a RF, a flux topography was calculated, then the cumulative footprint

weighted contribution (Fij) for a RF was calculated at each grid cell in space (Kohnert et al.,

2017) according to Equation 2.5.
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Fij =

∑N
j (

∑M
i fi,j ∗ gi,j)∑N

j (
∑M

i gi,j)
(2.5)

In Equation 2.5, f denotes the flux magnitudes measured, g the footprint weights, with the

number of flight legs going from j to N and indices i to M denoting the number of footprint

weights. For example, for RF02 leg 04, the calculated flux space series (Figures 2.4.b and 2.4.c)

were projected on to the flux footprint source area shown in Figure 2.4.a, weighed in space

by the footprint weights. Source areas with low footprint values (< 0.05%) are excluded from

the analysis. This procedure was repeated for all the flight legs of RF02 using Equation 2.5 to

calculate the cumulative, footprint weighted spatial distribution of the measured fluxes.

2.3 Results

We start by looking into the scale composition of the fluxes measured across the domain in

Section 2.3.1. To illustrate the seasonal variation and evolution of measured turbulent and

mesoscale fluxes we present the seasonally averaged and scale-separated contributions across

the IOPs in Section 2.3.2. Following this, we present the domain-averaged and scale-separated

diel data of the fluxes for each of the IOPs. Then the flight averages for all of the research

flights analysed here are also presented. In Section 2.3.3 we discuss the observed relationship

between mesoscale transport and local ABL stability. Then, we investigate the composition of

land cover contributions within the footprint of flight legs and how those might relate to the

observed mesoscale transport in Section 2.3.4.
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2.3.1 Scale-resolved fluxes

Wavelet cospectra for the sensible and latent heat fluxes were calculated for all research flights

analysed (Figures 2.5, 2.6) to investigate the scale-resolved contributions to surface fluxes across

the domain. The wavelet cross-scalograms from each flight leg were averaged across the space

domain. These were then ensemble averaged across all flight legs that make up a research

flight. The cospectra are not normalised to retain the relative magnitudes of the sensible and

latent heat fluxes as well as to illustrate the flux magnitudes measured during the different

flight campaign days. The flux cospectra follow a 2/3 rd power law scaling in the small scales,

indicating the inertial subrange of atmospheric turbulence (Kaimal and Finnigan, 1994b). The

cospectral power drops suddenly after about 7m, which is reasonable considering the spatial

resolution of the UWKA high frequency data is 3 to 4 metres, with the average flight speed

of 86 m/s and data resolution of 25 Hz. Both semi-log and log-log depictions are included to

illustrate the spatial scales spanning the intertial subrange and turbulence production ranges as

well as cospectral magnitudes and spectral power variability in the larger scales.

The latent heat flux cospectra calculated for research flights in the July IOP (Figures 2.5.a and

2.5.c) reveal a clustering of secondary maxima between 1 and 2 kilometres. The inertial subrange

for most of the flights ends around 200 m, which would allow these peaks to be in the production

scales for turbulence or signals of larger scale non-turbulent structures. The secondary maxima

are less prominent in RF02 and RF03 LE cospectra, both with larger magnitude for the measured

turbulent fluxes. Their peak is around a spatial scale of 800 m. The peak flux magnitude for the

IOP is also from these two flights and is of the order of 1000 Wm−2. However, the sensible heat

flux cospectra for the July IOP do not reveal any such clustering. The cospectra in their log-log

representation flatten out into the production scales of turbulence around 200 m for most of
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Figure 2.5: Wavelet cospectra for latent (a,c) and sensible heat(b,d) fluxes measured during
each research flight at 100m above ground during the July IOP. Cospectra were calculated for
each flight leg during the research flights and then ensemble averaged over all the flight legs
used in the analysis. The first row, shows a semi-log depiction and the second row shows a
log-log representation. Different colours indicate different Research Flights and the 2/3 slope
line. Please note that even though both the subplots in a row (a,b and c,d) share the y axis
labels, their ordinate ranges are kept different to better illustrate the variations in sensible heat

flux spectra.

the flights (Figure 2.5.d). The magnitudes are also more variable between different flight days,

with the peaks in the turbulence production scales reaching out to 300 Wm−2. H cospectral

power reduces for the spatial scales larger than 2 km while the LE cospectra still has power in

the larger scales.

The prominent clustering of secondary peaks is no longer present in the latent heat flux cospectra



36

Figure 2.6: Wavelet cospectra for latent (a,c) and sensible heat(b,d) fluxes measured during
each research flight at 100 m above ground during the August(a,b) and September(c,d) IOP.
The first row show cospectra for the August IOP flights and the second row show cospectra for
the September IOP flights. Cospectra were calculated for each flight leg during the research
flights and then ensemble averaged over all the flight legs used in the analysis. Different colours
indicate different Research Flights and the 2/3 slope line. Please note that even though both the
subplots in a row (a,b and c,d) share the y axis labels, their ordinate ranges are kept different

to better illustrate the variations in sensible heat flux spectra.

for the August IOP research flights (Figure 2.6.a). Cospectra for RF 15 and RF 16 show

maximum flux magnitudes around spatial scales of 2000 m and 1200 m respectively (Figures

2.6.a and 2.6.b). Research flights 10, 11 and 12 have LE local maxima around spatial scale of 500

m to 1 km. These three flights measured peak latent heat flux magnitudes of the order of 1000

Wm−2 while the other flights have their maxima around 600 Wm−2. For the LE cospectra,



37

spectral power in the large scales are similar order of magnitude as the July IOP measured

values. The sensible heat flux cospectra for August IOP (Figure 2.6.b) are similar to the July

IOP cospectra. They are broader in the turbulence production scales than the latent heat flux

cospectra (Figure 2.6.a), with spatial scales ranging from 300 m to 2 km. RF09 has stands out

with a low measured H cospectral power due to a rain event during early morning. Apart from

this research flight, the other flights measured peak fluxes in the 200 to 300 Wm−2 range.

Most of the sensible heat flux cospectra for research flights in the September IOP show a shorter

range of spatial scales in the turbulence production scales (Figure 2.6.d). Research flights 17

and 18 stand out with a broader range of spatial scales in the turbulence production range. The

peak copsectral power for sensible heat fluxes are also higher in the September IOP, with values

reaching around 400 Wm−2. Compared to the July and August sensible heat flux cospectra, the

September cospectral data show lesser power in the larger scales. The latent heat flux cospectral

peaks are smaller than the values in the other two IOPs and more variable between different

flight days. LE cospectra for RF 19 has a maximum around 800 Wm−2 while RF 17 has a

double maxima, both around 300 Wm−2. Such a prominent double peak nature is only seen in

the RF17 LE cospetcra, with the first maxima around 200 m spatial scale and the second one

at 1200 m. A more diffused double peak structure is seen in the cospectra for RF 19, where the

peaks are of the same order of magnitude, at around 400 m and 1 km.

The heat flux cospectra do not show a distinct separation of the energy producing turbulent

scales and mesoscales of atmospheric motion. The ABL height provides a theoretical maximum

for the largest scales of atmospheric turbulence. ABL height was measured during the IOP

days by two Wind Profiler Radars deployed roughly 45 km west and south to the Ameriflux

tall tower (locations in Figure 1.a Duncan Jr et al. (2022) and data available from Bianco and
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Figure 2.7: Distribution of hourly Wind Profiler Radar measured ABL height during the
IOPs, coloured by the time of day.

Duncan (2020)) at the Lakeland and Prentice airports in Wisconsin. Duncan Jr et al. (2022)

gives an overview of the instruments and presents a validation of the ABL height data with

radiosonde measurements during the field experiment. Figure 2.7 presents the distribution of

the hourly averaged boundary layer height measurements, averaged over both the instruments

and coloured by the time of day. Little change is observed in the median ABL height measured

across the IOPs. The boundary layer height increase with the development of the convective

boundary layer can also be seen. During the July IOP, save for three data points, most values

are bound between 300 m and 1500 m. The range of values broaden for the next two IOPs.

For the August IOP, the boundary layer height measurements range from 200 m to 1800 m and

for the September IOP they range from 200 m to 2000 m. These measurements indicate that 2
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km is a reasonable order of magnitude threshold for the large scale structure/transport across

the IOPs and can help partition the contributions from the largest scales of boundary layer

turbulence and mesoscale structures.

2.3.2 Seasonal and diurnal variations

Figure 2.8: Mean turbulent (blue) and mesoscale (orange) (a) H and (b) LE fluxes for the
three IOPs showing seasonal flux transitions. The flux percentages of the total are shown in
white within the bars. Please note that even though both the subplots share the y axis label,
their ordinate ranges are kept different to better illustrate the variations in sensible heat flux

magnitudes.

IOP averaged flux magnitudes reflect the seasonal shift in the landscape (Figure 2.8). IOPs

were conducted from late summer in the start of July to early autumn at the end of September

2019. In July the study domain is latent heat flux-dominated and towards the end of September

as senescence starts to set in, it transitions to a sensible heat flux-dominated landscape. The

mean sensible heat flux magnitude for all scales does not change substantially between the

three IOPs and remains around 89 Wm−2. However, there is a substantial variation in the

magnitudes of the latent heat fluxes measured across the months. The measured total LE is

higher than the total H in the July and August IOPs, increasing from 179 ± 5 Wm−2 to 256 ±

3 Wm−2 and then reduces to 69 ± 3 Wm−2 in the September IOP (Figure 2.8 and Table 2.3 ) ,
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falling below the total sensible heat flux measured (89 ± 1 Wm−2). The percentage mesoscale

and turbulent contributions to the total measured fluxes also show a seasonal variation for the

sensible and latent heat fluxes. For the sensible heat flux, the percentage turbulent contribution

for the July IOP is 81%, which reduces to a further 77% in August and then increases to

86% in September. Similarly, for latent heat fluxes, the percentage turbulent contribution for

the July IOP is the least, at 68%, increasing to 82% in August and then decreasing to 72%

for September. When a particular heat flux dominated the surface atmospheric exchange it

also had the lowest percentage mesoscale contribution among the IOPs. In August when the

total(turbulent + mesoscale) latent heat flux magnitude is at its maximum at 256 ± 3 Wm−2,

the mesoscale fraction of the same is at its minimum, at 18%. Similarly, when the evaporative

fraction is at its minimum September at 0.76, the sensible heat mesoscale fraction is also at a

minimum at 14%.

The sensible heat flux data averaged across the domain and all flight days shows a diurnal cycle

for all of the IOPs (Figure 2.9 column 1, black lines). The calculated turbulent scale fluxes

follow the same patterns closely, but mesoscale fluxes do not. For the July IOP data, the total

sensible heat flux peaks at 128.8 ± 1.31 Wm−2 around 16:20 UTC. In August the sensible heat

flux maximum is of the same order, at 121.1 ± 1.3 Wm−2 but shifted to later in the afternoon

around 20:20 UTC (Figure 2.9.c). The measured fluxes in the August IOP also show sustained

values of the order of 100 Wm−2 from late morning to after noon (15:50-20:30 UTC) until later

in the day towards the end of the afternoon. The September IOP sensible heat flux data has a

more pronounced peak at 148.7 ± 1.5 Wm−2. Our scale analysis reveals that this clear diurnal

signal is present only for the turbulent scale fluxes which follow the total fluxes diel pattern

closely for most of the flight day. In the July IOP the calculated mesoscale sensible heat fluxes
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Figure 2.9: H and LE fluxes averaged for flight legs at the same time across all analysed days
for the three IOPs. Every day had 2 RFs, a morning and afternoon flight. Every flight had 20
flight legs, numbered 1 to 20. Each data point is the mean value of fluxes measured from all
flight legs at the same time of day in an IOP. The scale-resolved diel time series is shown. x
axis shows the mean time of those flight legs in UTC. Since the x axis is ordered according to
the flight leg timings, the 2.5 hours break between the end of the morning leg and the start of
the afternoon leg is included as discontinuities in the plots. The first column shows the sensible
heat flux values (subplots a, c and e) and the second column shows the latent heat flux values
(subplots b, d and f). Each row shows data for an IOP (a,b July IOP; c,d August IOP; e, f

September IOP).



42

peak around 30.8 ± 0.8 Wm−2 before noon and in the afternoon there are sustained values

around 20 Wm−2 till later in the evening towards the end of the research flights. This can also

be seen reflected in the difference between the total and turbulent flux diel plots in Figure 2.9.a.

Similarly for the August IOP, mesoscale fluxes show sustained values in the afternoon around

25 Wm−2, peaking at 34.8 ± 1 Wm−2. Sensible heat mesoscale values are the lowest in the

September IOP as observed earlier in the IOP averaged data. The median value for the IOP

data is 11 Wm−2, and the maximum value observed was 18 ± 0.7 Wm−2 around 19:30 UTC.

The latent heat fluxes do not show such a clear diurnal variation for the domain averaged data.

The domain averaged flux magnitudes are of the same order of magnitudes as the IOP averaged

values presented earlier.

The total fluxes measured for all research flights analysed is presented in Figure 2.10. This

picture at a research flight level reflects the seasonal variation detailed in Figure 2.8. Flux

measurements from RF 2 (July 9th afternoon) and RF 3 (July 11th morning) stand out in the

July IOP data (July 09 - 13) with total fluxes measured at 430.2 Wm−2 and 436.5 Wm−2.

This is due to increased contributions from turbulent latent heat fluxes for the two flights. The

mesoscale contributions measured were of the same order of magnitude as other days of the

IOP. Similarly, RF 23 (Sep. 28th morning) stands out in the September IOP (Sep. 24 - 28)

with measured turbulent fluxes the same order of magnitude as the late summer IOPs. This

was due to an increase in the measured turbulent latent heat fluxes due to a rain event earlier

that day.
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Figure 2.10: Total (H + LE) fluxes measured on each research flight for all the processed
research flight data. The first (a) panel shows flights for the July IOP, the second (b) panel for
the August IOP and the third (c) for the September IOP. Each bar graph represents the mean,
scale-resolved flux for a research flight. The x axis shows the research flights and y axis flux
magnitudes. Turbulent fluxes in blue and mesoscale fluxes in orange. Percentage contributions

in white numbers.
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2.3.3 ABL and land–surface drivers of transport

2.3.3.1 ABL dynamics

Figure 2.11: Probability distributions for the atmospheric boundary layer stability parameter,
ζ for the three IOPs. ζ values were calculated over 1000 m subintervals along a flight leg. The

median values calculated per flight leg are presented here.

The Obukhov length (Obukhov, 1946; Monin and Obukhov, 1954) was calculated for each of the

1000 m flux calculation windows (Section 2.2.4) as L = −u∗3θv0/kgQv0. Here, u
∗ is the measured

surface friction velocity (turbulent velocity scale representative of surface shear stress); g/θv0, a

buoyancy parameter where g is the gravitational acceleration and θv0 the average surface virtual

potential temperature; k is the von Kármán constant set as 0.4 and Qv0 the calculated surface

kinematic vertical heat flux (w′θ′v) of the virtual potential temperature θv. The values used for

u∗, θv0 and Qv0 were the local averages calculated over the 1000 m spatial subintervals. Since

L has units of length, a non-dimensional turbulent surface layer stability parameter ζ = z
L ,
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where z is the measurement height, can be defined (Stull, 1988). Negative values of ζ close to 0

indicate a statically neutral surface layer and as the value decreases, the surface layer becomes

more statically unstable.

ζ values were calculated like so for all the flight legs analysed giving 250 to 300 values per space

series for every leg. The median values were calculated for every flight leg as representative of

the spatial transect over the heterogeneous domain. Normalised histograms of median ζ values

show that the August IOP is more convective than the other two IOPs with more data points

within the ζ < -1 range (Figure 2.11). On the other hand the September IOP looks strongly

shear driven, with most of the data falling within ζ ∈ [-1 , 0). In this regard, the July and

September IOPs seem to be dynamically similar.

To understand how scale-separated contributions vary with ABL dynamics, we compare the

probability density functions (PDFs) of mesoscale flux fractions between shear driven ( ζ ∈

(−1, 1] ) and convectively driven ( ζ ∈ (−20, 1] ) ABLs. The mesoscale fractions of the total

flux contributions are calculated for each of the 1000 m subintervals for sensible and latent

heat flux space series. Based on the calculated ζ values of their subinterval, the mesoscale flux

fraction data were grouped into neutral and unstable categories for all three IOPs. For all six

subsets, outlier removal was done for the mesoscale percentage values based on median absolute

deviations (Iglewicz and Hoaglin, 1993). Using data from all the subintervals gives us a good

number of data points for robust statistical analysis. For Ns denoting the number of data

points for neutral,shear driven ABL and Nc denoting the number of data points for unstable,

free convectively driven ABL, the July IOP data had Ns = 15428 and Nc = 2203. Likewise, for

the August IOP Ns = 9298 and Nc = 5158, and for the September IOP Ns = 17041 and Nc =

1308.
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Kernel density estimations (KDEs) are used to calculate PDFs from the airborne spatial data.

KDEs are a way to estimate the continuous, non-parametric PDF of a given distribution of

random variable using smoothing window functions or kernels (Scott, 1979, 2015). A histogram

of the data can provide a non-parametric estimate of the underlying probability density when

the bin counts are normalised by the total sample size and multiplied by the bin width. This

conventional discrete PDF representation of the data in a histogram uses stacked rectangular

bars. In KDEs, a window function (such as a Gaussian kernel with a chosen bandwidth) is

employed instead of rectangular bars to estimate a continuous PDF of the data.

In this study we use Gaussian kernels with a sample size depended band width, given by a

rule-of-thumb bandwidth estimate h = N−1/(1+d), where N is the number of data points and

d the number of dimensions (1 for the univariate distributions here) following Scott (2015).

PDFs were calculated using KDEs for the mesoscale flux fraction distributions in the neutral

and unstable regimes. For the sensible heat flux distributions, the two distributions were found

to be significantly different from each other for all 3 IOPs using the Mann-Whitney U rank

test with 95% confidence. The PDFs show statistically significant higher fraction of mesoscale

transport observed in convectively driven ABLs across all the three IOPs (Figure 2.12).

For latent heat fluxes, the kernel density estimates of mesoscale fraction distributions for the July

and August IOPs show higher mesoscale fluxes for convective cases ( Figure 2.13). Performing a

Mann-Whitney U rank test again showed that the distributions are significantly different for the

two stability regimes at 95% confidence. However, for September IOP the mesoscale transport

does not have a preference between a shear or convectively driven ABL. Even though July and

September IOPs have similar ABL stability distributions their latent heat mesoscale transport
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Figure 2.12: Probability density functions for sensible heat flux mesoscale fractions calculated
from kernel density estimates. Mesoscale flux fractions of the total fluxes were calculated over

1000 m subintervals for the flux space series from every flight leg.

does not show the same behaviour, hinting at the role of seasonality through changing surface

characteristics and insolation.

The PDFs of sensible and latent heat mesoscale fractions show values when the flux fractions

are > 1 and < 0 (albeit near-zero for the sensible heat distributions when mesoscale fractions

are > 1). These occur when the measured mesoscale and turbulent fluxes are out of phase

with each other. For both sensible and latent heat fluxes, the histograms of turbulent and

mesoscale fluxes when the mesoscale fraction is greater than 1 show higher, positive values of

mesoscale fluxes and lower negative values of turbulent scale fluxes (Fig. 2.22). Indicating that

the mesoscale fluxes dominate such instances, driving the fraction to be over 1. Similarly for

mesoscale fractions < 0, the sensible heat flux histograms for scale-resolved fluxes show higher,

positive values for turbulent fluxes and lower negative values for mesoscale fluxes causing the

mesoscale fraction of the total flux to be negative (Fig. 2.21). The same phase difference
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Figure 2.13: Probability density functions for latent heat flux mesoscale fractions calculated
from kernel density estimates. Mesoscale flux fractions of the total fluxes are calculated over

1000 m subintervals for the flux space series from every flight leg.

between turbulent and mesoscale fluxes can be seen in the latent heat fluxes too, although they

behave more uniformly.

The surface layer friction velocity, u∗ can capture the magnitude of surface Reynolds’ stress as a

velocity scale. For the 1000 m spatial subintervals it is calculated from the vertical momentum

fluxes as u∗ = (u′w′2 + v′w′2)1/4. Similarly, the convective velocity scale w∗ = ( g
θv
ziw′θv)

1/3

captures the importance of free convection as a velocity scale. It follows that, u∗/w∗ is a non-

dimensional parameter that can succinctly capture the competing effects of free and forced

convection in the ABL. If the ABL is strongly shear driven, one would expect higher u∗ values

and lower w∗ values, leading to higher values for u∗/w∗ and vice versa for a free convectively

driven ABL. Kernel density estimates of u∗/w∗ calculated reflect the ζ distribution character-

istics for the 3 IOPs seen earlier in Figure 2.11. September IOP has a median u∗/w∗ value of

0.55, higher than the July (0.45) and August (0.43) IOPs, indicating more shear driven surface
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atmospheric transport. Similarly, the distributions for July and August IOPs were also similar,

with the august IOP having a slightly lower median value indicating more convectively driven

transport.

A binned scatter plot can help to succinctly visualise non-parametric relationship between two

random variables. It has been a popular tool in applied microeconomics to visualise the con-

ditional expectations in large datasets (Chetty and Szeidl, 2005; Chetty et al., 2009; Starr and

Goldfarb, 2020). We use the binsreg in Python (https://nppackages.github.io/binsreg/)

as introduced in Cattaneo et al. (2019). The number of bins for the independent variable of

interest is calculated such that it minimises the integrated mean squared error of the binned

scatter (much like a piece wise linear regression). The distribution of the predictor variable is

then divided into equal quantiles corresponding to the chosen number of bins and the conditional

means of the second variable is calculated.

Figure 2.14: Binned scatter plots of mesoscale flux percentages vs u∗/w∗ for all three IOPs.
Bin values of the flux fractions plotted are calculated as conditional means for the u∗/w∗ bins.

95% confidence limits of the mean values are shown as vertical lines at each bin estimate.

The mesoscale H percentages show a decreasing trend with increasing u∗/w∗ values in July and

August IOPs indicating higher mesoscale transport during more convective scenarios (Figure

https://nppackages.github.io/binsreg/
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2.14.a). This is especially clear in the almost flat scatter for the shear driven September IOP

data which also has lower magnitudes, with the same order of magnitude throughout the range of

u∗/w∗ values. The highest values in July and August IOPs are of the same order of magnitude.

July IOP shows the lowest percentage values for u∗/w∗ >= 0.7. The latent heat mesoscale

flux percentages do not behave similarly to the sensible heat flux mesoscale fractions (Figure

2.14.b). Mesoscale fractions measured during the July and August IOPs are higher at lower

u∗/w∗ values but they are not of the same magnitude. This separation between the magnitudes

of the July and August IOP values persists across the range of u∗/w∗ values although both the

scatters have similar shapes. The August IOP has lower mesoscale LE percentages at lower

u∗/w∗ values than the July IOP unlike the H mesoscale percentages. The August IOP data also

shows the lowest values for mesoscale LE percentages for u∗/w∗ > 0.4 while July IOP values

are consistently the highest across the u∗/w∗ range. The same behaviour is seen in the IOP

averaged mesoscale percentages in Figure 2.8.b where the mesoscale LE percentage for August

IOP is the lowest at 18%. Meanwhile, the LE mesoscale percentages during the more shear

driven September IOP for u∗/w∗ > 0.4 show values higher than August IOP. Figure 2.8.b also

shows high (29%) mesoscale fluxes for LE in the September IOP. There is also more variation in

the September IOP LE values when compared with the H mesoscale percentages for the same

time.

2.3.3.2 Flux contributions by land cover

The land cover class data from wiscland 2.0 database as shown in Figure 2.1 for the 40×40 km

domain was grouped into open water (9% domain area composition), wetlands (34%), deciduous

broadleaf forests (30%), shrubs/grass/open land (3.5%), coniferous (22%) and mixed forests
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(1.3%). Fractional footprint contributions from each of the land cover classes were calculated

for each research flight (Figure 2.15). Wetlands dominate the footprint contributions to the

measured fluxes across IOPs as they do for the study domain surface area. They were most

prominently sampled during the September IOP research flights of September 24th and 26th,

when the UWKA flew a South-East flight pattern with moderate to strong Southerly and South-

Westerly winds (Table 2.1). Further breaking down the wetland class, we find that most of the

contributions come from the forested wetlands that account for 27% of the domain area. The

deciduous broadleaf forests and confiers were sampled fairly equally across the IOPs. Although

open water bodies showed strong local contributions to the flux space series (For example

the blue dots highlighted in the space series shown in Figure 2.4.b and 2.4.c ) the averaged

contribution during a research flight reflect their lower percentage area composition.

Figure 2.15: Heat map of fractional footprint contributions from the major land cover classes
within the study domain for each research flight. The land cover classes are presented in
columns and the airborne campaign dates are presented along rows. The first row for every
date corresponds to the morning flight and the second row the afternoon flight. The numbers
inside the boxes show fractional footprint contributions and they are coloured according to the

colour bar
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Figure 2.16: Turbulent and mesoscale sensible and latent heat fluxes measured for the major
land cover classes across the IOPs. Turbulent fluxes in blue and mesoscale fluxes in orange.
Panel on top shows the LE and panel at the bottom shows H. Bar graphs for each of the three
IOPs are separated by vertical dashed red lines and ordered as contributions from coniferous,

deciduous forests and wetlands within each IOP group.

For a more detailed investigation of flux footprint contributions with time, IOP averaged, scale-

separated footprint contributions were calculated (Figure 2.16). For all research flights analysed,

the land cover class with the maximum footprint contribution to the measured fluxes at each

1000 m subinterval was picked. This was then grouped by their respective IOP to calculate the

scale-separated fluxes for each IOP from all the land cover classes. The same overall pattern

across the IOPs seen in Figure 2.8 is repeated in Figure 2.16 as well, with regards to the

magnitudes of the fluxes across IOPs and the scale-resolved percentages. The sensible heat

flux magnitudes measured are fairly consistent across the IOPs while the latent heat fluxes

show strong seasonality between the IOPs. Although wetlands contribute the most to flux

footprints, the scale-composition of the fluxes do not change substantially between the land

cover classes. The highest mesoscale LE percentage was measured in the September IOP with
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all the major landcover classes averaging around 32% and the most H mesoscale percentage

values were measured in the July IOP, averaging at 23% between all 3 land cover classes.

The kernel density estimates for mesoscale fractions did not show significant differences between

the three major land cover classes.

2.3.4 Space scale resolved fluxes

We present a case study for one good flight, with a sample flux topography for a summertime

morning flight, RF03, conducted on July 11th, 2019 from 09:20 to 11:30 CDT (Central Day

Time, 5 hours behind UTC). The flight did east-west transects across the domain, starting from

the northern edge and moving to the south. Aircraft logs for the day mention observing shallow

cumulus clouds indicating local convection and weak winds for this day. This ensured that the

flight transects had a good footprint coverage over the domain for this research flight.

Spatially resolved sensible and latent heat flux topography maps (Figure 2.17.a) show similar

order of magnitude values as the IOP averaged behaviour in Figure 2.8. The spatial distribu-

tion patterns of both the fluxes do not look similar with latent heat flux showing more spatial

variability than the sensible heat flux and dominating over the latter. The percentage mesoscale

contributions for the two fluxes are qualitatively similar over the western part of the domain but

show differing spatial patterns towards the eastern sections (Figure 2.17.b). These flux topogra-

phies illustrate the fact that the CHEESEHEAD19 tower sites inside the study domain sample

differing Bowen ratios within the same 10×10 km domain and there are spatially varying, con-

comitant mesoscale surface-atmospheric transport. This would imply that not all of the towers

are sampling the same flux transport and the mesoscale transport associated with their loca-

tions would also be different. The flux topographies indicate stronger mesoscale contributions
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towards the southern edge of the domain in the sensible heat flux plots (Figure 2.17.b). This is

due to the inherent time dependency in calculating the topographies from the flight transects.

Each research flight duration is about 2 hours. This particular flight started measurements at

the north end of the domain in early morning and by the time it reached the southern edge

it was close to noon and by then a fully developed CBL would have formed. Sensible heat

mesoscale fluxes develop more later in the day as well (Figure 2.9.a, 2.9.c). The scale-resolved

fluxes for latent heat for this flight indicate that the turbulent and meso peaks do not align in

space (Figure 2.18.a). Flux topographies for research flights in the August and September IOPs

are presented in the supplement along with the standard error percentages for the footprint

weighted fluxes (Gatz and Smith, 1995) following Kohnert et al. (2017).

The inherent time dependency of the topographies leads to source strength non-stationarity,

since the surface heat flux magnitudes change over the course of the measurement. This makes

the flux topographies harder to interpret. A fusion Land Surface Temperature (LST) product

over the domain (Desai et al., 2021) for the measurement time shows a high amplitude west-east

band in the centre (Figure 2.18.b). Mesoscale gradients can be observed close to this band in

the latent heat flux plots of Figures 2.18.b and 2.18.c. However, since the large scale transport

would be from quasi stationary structures we can’t directly link the same to land cover or LST

gradients in our current analysis framework.
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Figure 2.17: Flux topographies for RF 03 in the July IOP, 11 July 09:20 to 11:20 CDT over
the 10×10 km CHEESEHEAD19 core domain. The brown dots are the NCAR-ISFS tower
locations. The top row (a) shows the sensible (left) and latent (right) heat flux topographies.
The percentage mesoscale contributions to the fluxes are shown in the bottom row (b) below

their flux topographies.

2.4 Discussion

Implications for Surface-Atmospheric Transport and Surface Energy Budget closure

Airborne measurements sampled across the heterogeneous study domain could resolve the con-

stituent surface-atmospheric transport scales. The aircraft campaign experiment design allowed

us to measure the diel and seasonal shifts in surface energy balance and investigate its impact
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Figure 2.18: (a) scale-resolved, turbulent (left) and mesoscale (right) topographies for the
latent heat flux and (b) distribution of land–surface properties LST (left, from Desai et al.

(2021)) and land–surface classes ( right, from Wiscland 2.0) across the domain.

on the scales of surface atmospheric transport. We observed higher fractions of mesoscale trans-

port for sensible and latent heat fluxes in convectively driven ABLs as shown in the KDE plots

(Figure 2.12 and Figure 2.13) in Section 2.3.3. Previous observational studies have noted the

inverse relationship between tower measured surface energy balance imbalance and u∗ (Stoy

et al., 2013; Eder et al., 2015), indicating that strong mechanical mixing in shear driven ABL

leads to larger turbulent transport. Our findings also indicate the same, that lower frequency

transport seems to have a preference for convectively driven boundary layers. The dependency
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of latent heat fluxes is more complicated than the sensible heat flux transport.

Using data from the LITFASS-2003 field experiment in Germany Foken (2008) and Foken et al.

(2010) showed that area averaged surface flux measurements reduce the surface energy budget

residuals. This, combined with the observations that the residuals are worse for sites with more

heterogeneous surfaces, leads to his hypothesis that what has remained unaccounted for in the

budgets could be the transport due to quasi-stationary secondary circulations tied to landscape

heterogeneity. The synthesis study by Stoy et al. (2013) found consistent energy balance non

closures across the sites and more importantly, noted that non-closure is linked to the degree

of landscape heterogeneity, quantified using MODIS products and GLOBEstat elevation data.

Since then a growing body of research has suggested that quasi-stationary low-frequency eddies

in the ABL tied to land–surface heterogeneity can play an important role in surface-atmospheric

transport.

LES studies with homogeneous (Salesky et al., 2017; Li and Bou-Zeid, 2011) and heterogeneous

(Margairaz et al. (2020), idealised heterogeneities) surface forcings have observed secondary cir-

culations in the ABL transition from convective rolls to a cellular structure as the ABL becomes

more convectively unstable. Margairaz et al. (2020) notes that for their simulations, with im-

posed surface temperature heterogeneities in irregular rectangular patches, the convective-cell

structure adjusts to the imposed surface temperature variations. The surface atmospheric trans-

port associated with these circulations would be missed by tower based measurements unless

they are either swept across the spatially-stationary measuring points by the mean wind or only

if the point measurements happen to be in their vicinity (Mahrt, 2010; Charuchittipan et al.,

2014). These studies along with observations of better closure with longer averaging times and
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spatial measurements have led to a leading hypothesis that the surface energy balance closure

problem is in fact a problem of scale (Foken, 2008; Foken et al., 2010; Mauder et al., 2020)

Large scale organisations in the form of longitudinal roll vortices, aligned with the mean wind

can be generated in daytime convective boundary layers (Lemone, 1973; Etling and Brown, 1993)

while stationary circulations can also be induced by horizontal variations in surface roughness

and heat flux (Desjardins et al., 1997; Sun et al., 1998). LES studies have shown that over

homogeneous surfaces, strongly unstable conditions can lead to the formation of standing con-

vective cells akin to those that form in Rayleigh-Benard convection (Kanda et al., 2004; De Roo

and Mauder, 2018a). Over heterogeneous surfaces these free convective cells tend to become

quasi-stationary secondary circulations, tied to the surface temperature, roughness or vegeta-

tion gradients (Inagaki et al., 2006; Maronga and Raasch, 2013a). Such secondary circulation

cells can lead to a persistent local-mean advective transport, leading to an underestimation of

surface energy exchange (Morrison et al., 2021).

Desai et al. (2021) presents a 50 m resolution fusion LST product for the same study domain,

derived using a fusion of land–surface model and satellite products. They note that the spatial

standard deviation of the fusion product increases towards autumn and is also high for summer

afternoons, with higher LST spatial gradients. This could be playing a role in the higher sensible

heat mesoscale fluxes observed in the late morning and afternoon for the July and August IOPs

(Figures 2.9.a and 2.9.b )

In this regard, using wavelet methods on high-frequency airborne data has allowed us to retain

the larger scale surface-atmosphere transport across the heterogeneous study domain and ac-

count for relevant transport scales. Figure 2.19 shows an IOP averaged representation of the
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scale resolved fluxes presented in Figures 2.5 and 2.6. We do not see a prominent separation

of scales between the turbulent and mesoscale regimes as was reported in the similar study of

Mauder et al. (2007a). There is a secondary peak in the LE cospectra for the July IOP around

1200m, which persisted across multiple research flights throughout the day (Figures 2.5.a and

2.5.c). Nonetheless, the flux cospectra show consistent and substantial contributions from the

mesoscales > 2 km. Cospectra calculated for the July and August IOPs show higher values

in the larger scales compared to the September IOP cospectrum for both H and LE. The H

copsectra for July and August IOPs also show a flattening for scales greater than 5 km. An

increase in the magnitude and range of turbulent scales is also seen between the August and

September H copsctra. For the LE July and August IOP cospectra, the mesoscale contributions

are around the same magnitude. The IOP averaged cospectra for LE also suggest that even with

30 km flight legs we might still be missing contributions from larger scales, with the cospectra

tails ending around 150 to 200 Wm−2.

Figure 2.19: Global cospectra for H and LE for the 3 IOPs. Presented here are the ensemble
averages of the wavelet cospectra presented in Figures 2.5 and 2.6.

Looking at the scale-averaged picture, we see that the mesoscale contributions are not a fixed

fraction of the total or turbulent fluxes but vary throughout the day and as the landscape
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undergoes seasonal transitions (Figure 2.8 and Figure 2.9). The scale-separated sensible and

latent heat fluxes do not behave similarly either. During the August IOP, (08/20 to 08/23), the

measured Bowen ratio is the lowest at 0.3 and this IOP has the lowest mesoscale fraction for

latent heat fluxes. Similarly, during the September IOP in early autumn (09/24 to 09/28) , the

Bowen ratio is the highest at 1.3 and mesoscale sensible heat flux fraction was the lowest during

this IOP. The total mesoscale flux percentages for July IOP = 29%, August IOP = 20% and

September IOP = 21%. The total percentages are closer in magnitude because of the seasonal

sensible and latent heat flux balance. It is interesting to note that the August and September

IOPs with very different Bowen ratios have the same mesoscale flux percentages.

The scale analysis of surface-atmospheric transport can provide valuable input for process based

parametric correction methods for the tower-measured surface energy imbalance. Wanner et al.

(2022) presents a parametric non-local correction factor for surface energy imbalance over het-

erogeneous surfaces by extending the parametric surface energy balance correction over homo-

geneous surfaces by De Roo et al. (2018). Wanner et al. (2022) incorporated the effects of

idealised heterogeneities using data from the LES work by Margairaz et al. (2020). Mauder

et al. (2021) tested the De Roo and Mauder (2018a) method for three midlatitude flux tower

sites and found satisfactory results. Currently work is underway to extend the Wanner et al.

(2022) method for the CHEESEHEAD19 flux towers and our results on the magnitudes and diel

and seasonal variations of mesoscale fluxes can provide valuable order of magnitude benchmarks

while correcting for the bias in eddy-covariance measurements due to the presence of large-scale

dispersive fluxes.

We did a comparative study of the aircraft fluxes with flux measurements at 122 m height from

the Ameriflux tall tower at the centre of the study domain (US PFa). The tall tower did not have
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Figure 2.20: Hourly flux measurements from the UWKA flights and the 122 m tower mea-
surements from the Ameriflux regional tall tower, US Pfa, at the center of the study domain.
Data shown for the July IOP. The UWKA flux space series was averaged to hourly data points

to match the hourly time resolution of the tower measurements.

reliable flux data at 122 m height during the August and September IOPs but the comparisons

for the July IOP is presented in Figure 2.20. US PFa makes hourly flux measurements and

at 122 m measurement height has a much broader flux footprint than the CHEESEHEAD19

flux towers, with maximum measurement height at 32 m. Here, the wavelet analysis based

airborne fluxes compare reasonably well with the tall tower flux measurements made over a 1

hour averaging window that could include landscape level fluxes.
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We tried to extend this approach by comparing total (H+LE) footprint weighted flux measure-

ments from the flux topographies to the total flux measured by the NCAR-ISFS towers in the

domain. The flux topographies calculated present a direct and physics-based flux map over the

domain for the research flights analysed, providing a scale-resolved spatial distribution of sen-

sible and latent heat fluxes. They show persistent areas of large scale flux contributions within

the study domain which could be linked to variations of land–surface properties. However, they

are also inherently limited by the foot prints of airborne transects and can only be extrapolated

within those flight transect footprints. Flux measurement in space from the topography was

matched with the flux measurement from the tower located in the same 100×100 grid point in

space and corresponding to the same time as the UWKA data sample. However, for all case

studies conducted with six research flights over three days in the three IOPs (July 11, August

21 and September 24) the scatter plots between fluxes values from the topography grid and the

tower measured values did not show any clear relationships. This could be because of the verti-

cal flux divergences between the tower measurement heights and the 100m aircraft measurement

height, random errors of tower and flux measurements compounding each other etc.

One should be careful while interpreting footprint weighted flux maps to study surface-atmospheric

transport. The experimental design introduces a temporal element to the topographies calcu-

lated in this study. Even though spatially adjacent flight transects during a single flight are only

about 6-8 minutes apart , a research flight across the domain takes about 2.5 hours, imprinting

the diel pattern to a calculated flux topography. Kohnert et al. (2017) and Rey-Sanchez et al.

(2022) present flux map based approaches to detecting methane hotspots from aircraft and tower

measurements, respectively. Unlike methane fluxes, surface heat fluxes have a strong diurnal
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cycle. Hence, attributing sources for the fluxes solely based on aircraft measured flux topogra-

phy maps and linking the horizontal flux gradients and surface gradients can be complicated.

This presents impactful opportunities to parsimoniously combine aircraft and tower data, when

available as is the case for the CHEESEHEAD19 experiment, to arrive at a space-time aligned

view of surface fluxes. The airborne campaign numerical experiment design involved calculat-

ing space and time resolved flux maps across the domain from simulated tower and aircraft

data (from candidate flight patterns) using a machine learning approach with the land–surface

properties as drivers (Figure 12 in Metzger et al. (2021)).

2.5 Conclusions

We present a systematic regional-scale observational analysis over a heterogeneous domain that

quantifies the multi-scale nature of sub-grid scaling and patterning. The CHEESEHEAD19

field experiment provided a unique dataset to diagnose and quantify the diel and seasonal

contributions from large scale transport over the study domain as its surface energy balance

shifts from a more latent heat flux-dominated late summer landscape to a more sensible heat

flux-dominated early autumn landscape.

Using airborne measurements from this comprehensive field experiment dataset we sought to

answer whether spatially resolved airborne eddy covariance can identify spatial scales of surface-

atmosphere fluxes over heterogeneous surfaces? Applying wavelet analysis to the airborne flux

measurements from the field experiment data allowed us to evaluate and spatially resolve the

mesoscale contributions at 100 metres above ground over the heterogeneous landscape. The

measured heat fluxes were partitioned into turbulent and mesoscale contributions based on a

2000 m fixed threshold, serving as a proxy for the ABL height, the largest possible length scales
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for turbulent eddies in the ABL. Although this is supported by the measured observations of

ABL heights (Figure 2.7) and previous studies (Strunin and Hiyama, 2004; Mauder et al., 2007a),

the average flux distribution by scale showed no clear evidence of a particular pattern changing

around that scale, especially in the August and September IOPs (Figure 2.5). We looked at

the diel and seasonal variability of the scale-resolved fluxes. The measured latent heat flux

magnitudes had more pronounced seasonal changes than the sensible heat fluxes. Meanwhile,

the measured domain-averaged sensible heat flux values had a more pronounced diurnal cycle.

We observed larger mesoscale transport for sensible heat fluxes in convectively driven ABLs

across the three IOP scenarios, while for latent heat fluxes only the July and August IOPs

showed more fractional mesoscale transport in convectively driven ABLs. For the September

IOP, which had mostly shear driven ABL cases, we did not find any significant change between

the fractional mesoscale transport in convectively and shear driven ABLs. We hypothesise that

the larger scale transport measured in our study could be linked to organised structures in

the ABL as has been reported in previous numerical (Kanda et al., 2004; Inagaki et al., 2006;

Salesky and Anderson, 2020; Margairaz et al., 2020) and observational (Lemone, 1973; Eder

et al., 2015; Morrison et al., 2021) studies. The flux topography case studies indicate that the

mesoscale transport spatial variability would be missed by tower measurements in the domain.

Areas of persistent contributions in the domain could be linked to the presence of co-located

forested wetlands, creating roughness and thermal surface heterogeneities.

From our observations and analyses we reject our null hypothesis that the mesoscale transport is

an invariant, small fixed fraction of total flux. We conclude that our alternate hypothesis, per-

sistent contributions of larger scale (meso-β to meso-γ) fluxes to the daytime sensible and latent
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heat fluxes exist with diurnal and seasonal variations, holds. We report substantial dissimilari-

ties between the sensible and latent heat flux transport suggesting different physical mechanisms

under play, warranting further investigations. The analysis helps further our understanding of

the interactions between surface spatial heterogeneity and lower atmosphere feed-backs. Mea-

surements of flux contributions over heterogeneous landscapes have not been studied well. In

particular the shifts associated with seasonal, landscape level transitions as is covered in this

study. We believe that this study, by highlighting the importance of larger-scale sub-grid trans-

port, adds a critical piece of information in assimilating and integrating observations and model

outputs at multiple scales.

2.6 Open Research

All of the CHEESEHEAD19 observations including UWKA airborne measurements are archived

at the NCAR EOL repository at https://www.eol.ucar.edu/field_projects/cheesehead

The eddy4R v.0.2.0 software framework used to generate eddy-covariance flux estimates can be

freely accessed at https://github.com/NEONScience/eddy4R. The eddy4R turbulence v0.0.16

and Environmental Response Functions v0.0.5 software modules for advanced airborne data pro-

cessing were accessed under Terms of Use for this study (https://www.eol.ucar.edu/content/

cheesehead-code-policy-appendix) and are available upon request. The current version of

the production code is hosted following a development and systems operation (DevOps) frame-

work for collaborative software development. The DevOps framework allows for a portable,

reproducible and extensible EC processing software capabilities that are modular and version

controlled using GitHub. The code base is maintained as Docker images to preserve the same

dependencies and ensure reproducibility and portability across platforms.

https://www.eol.ucar.edu/field_projects/cheesehead
https://github.com/NEONScience/eddy4R
https://www.eol.ucar.edu/content/cheesehead-code-policy-appendix
https://www.eol.ucar.edu/content/cheesehead-code-policy-appendix
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Pre-processed input data for the Eddy4R flux processing routines and the calculated scale-

resolved fluxes are available at the Ecometeorology lab UW server at http://co2.aos.wisc.

edu/data/CHEESEHEAD-incoming/uwka_waveletfluxes/. The python code used to create fig-

ures for the manuscript is available at https://github.com/sreenathpaleri/CHEESEHEAD/

blob/analysis/scripts/UWKA/manuscript/plot_MS.py
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Supplementary Information

Table 2.3: IOP averaged scale-resolved heat fluxes. RMS error values scaled by
√
Nsamples

IOP Total LE Total H Turb. LE Meso. LE Turb. H Meso. H

July 179.98 ± 4.78 88.31 ± 0.94 123.07 ± 2.40 56.92 ± 4.14 71.25 ± 0.74 17.05 ± 0.58

Aug. 256.44 ±2.92 88.04 ± 1.02 210.28 ± 2.38 46.16 ± 1.69 68.02 ± 0.78 20.01 ± 0.66

Sep. 69.01 ± 2.86 89.13 ± 1.13 49.36 ± 1.87 19.65 ± 2.17 76.36 ± 0.78 12.77 ± 0.81

Figure 2.21: Histograms of turbulent and mesoscale fluxes for cases when the measured
mesoscale fractions are lesser than 0
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Figure 2.22: Histograms of turbulent and mesoscale fluxes for cases when the measured
mesoscale fractions are greater than 1
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Chapter 3

Simulating surface heterogeneity

effects and diurnal evolution of late

summer and early autumn

atmospheric boundary layers during

the CHEESEHEAD19 field

campaign

S. Paleri, L. Wanner, M. Sühring, A. Desai, M. Mauder1

1This chapter is a draft of an article, Surface heterogeneity induced effects on the diurnally evolving convective
boundary layer from coupled large eddy simulations of the CHEESEHEAD19 field campaign - Part I, to be
submitted to Boundary Layer Meteorology
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3.1 Introduction

Heterogeneity is pervasive over land surfaces. Land surface properties can vary at multiple

scales, with simultaneous variations of multiple properties at multiple scales (Paleri et al., 2022;

Desai et al., 2022b; Paleri et al., 2023). This phenomenon means that atmospheric boundary

layer (ABL) flow can be perturbed not just at one specific length or time scale but at multiple

scales, which excites physical processes such as advection, secondary circulations, and non-

equilibrium turbulence (Bou-Zeid et al., 2020). Further, the issue of land surface heterogeneity

is fundamentally an issue of scale as well (Mahrt, 2000; Bou-Zeid et al., 2020) that is coupled

to local biogeophysical processes as well as larger scale synoptic circulations. As pointed out

in Chapter 2, Section 2.1, observing and quantifying these interactions and their role in ABL

development, cloud processes etc calls for space and scale intensive deployments seldom seen

in micrometeorological field experiments. Observational studies and large eddy simulations to

understand the interactions between landscape heterogeneities and secondary circulations in the

ABL have been limited in their ability to capture these events and robustly test hypotheses.

There have not been a lot of modelling studies exploring the surface-atmospheric coupling in a

diurnally evolving boundary layer over realistic, irregular heterogeneities. Huang and Margulis

(2010) performed a 12 hour daytime LES of the Convective Boundary Layer (CBL) for the

Soil Moisture–Atmosphere Coupling Experiment 2002 and evaluated the simulations against

experimental measurements. Their results showed up to 18% errors in surface sensible heat

fluxes when surface-atmospheric coupling is ignored. In their LES investigation of the diurnal

ABL for the Horizontal Array Turbulence Study (HATS) field experiment using prescribed

and homogeneous surface fluxes Kumar et al. (2006) found that local scaling approaches were
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appropriate to describe the free convective and transitioning ABL. LeMone et al. (2010a,b)

performed simulations of CBL conditions from the 2002 International H2O Project (IHOP 2002)

using the advanced research version of the Weather Research and Forecasting model (WRF-

ARW) coupled to the Noah land surface model. Their simulations were able to capture mesoscale

circulations during clear sky days (∼ 1 - 10 km) consistent with aircraft measurements. Maronga

and Raasch (2013b) (hereafter referred to as MR13) investigated the role of irregular and multi

scale surface heterogeneities on the ABL using LESs of the Lindenberg Inhomogeneous Terrain

Fluxes between Atmosphere and Surface - 2003 field experiment days using the PArallelized

LES Model (PALM). They used prescribed surface fluxes, prepared from eddy covariance tower

measurements and land surface class distributions within their 20 km × 20 km study area with

cyclic boundary conditions and a range of imposed geostrophic winds (2, 3, 4, 6 m s−1). Using

time-ensemble averaging of their 3D LES data, they diagnose signals of surface heterogeneity

induced secondary circulations, that were roll-like and aligned along the mean wind for strong

mean winds and localised for CBL with weaker horizontal winds.

The PALM model system (Maronga et al., 2020a) has since been widely used to study the rela-

tionship between land surface heterogeneities and secondary circulations in the ABL (Kanani-

Sühring and Raasch, 2017; Gronemeier et al., 2017; Kröniger et al., 2018; De Roo and Mauder,

2018b; Xu et al., 2020; Akinlabi et al., 2022).

As a first step towards understanding the diurnal evolution of surface heterogeneity induced

coherent structures in the ABL, we present and evaluate the CHEESEHEAD19 LES framework.

We use information about real world surface heterogeneity over the predominantly forested

study domain, with multiple scales of variability in surface properties, and mesoscale forcings

during the field experiment, to simulate diurnal cycles of two days during the IOPs of the field
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campaign. The days chosen are two days in late summer and two days in autumn. This design

helps us to capture the shift in the surface energy budget partitioning of the study domain as

it shifts from a latent heat flux dominated, free convective boundary layer in the summer to a

forced convective boundary layer in autumn with lower Bowen ratios (as reported from aircraft

measurements in Paleri et al. (2022) and tower measurements in Butterworth et al. (2021)).

We hypothesise that large eddy simulations, initialised with realistic surface heterogeneity, de-

velop similar mesoscale structures and patterns as observed in reality. Following through, we

ask, can such a LES be used to evaluate mechanisms that generate surface-heterogeneity in-

duced mesoscale circulations in the diel ABL ? This Chapter is organised as follows: Section

3.2 briefly describes the field measurements used to inform the LES setup, then goes into the

description of the LES modules setup. The simulation results are discussed in Section 3.3 and

a summary and outlook for future studies and the Chapter 4 are presented in Section 3.4.

3.2 Methods

3.2.1 Field Experiment Data

3.2.1.1 Radiosonde Measurements

During the IOPs, atmospheric profiling was performed by the National Center for Atmospheric

Research (NCAR) Earth Observing Laboratory (EOL) Integrated Sounding System (ISS) and

the University of Wisconsin – Madison Space Science and Engineering Center Portable Atmo-

spheric Research Center (SPARC) using the Vaisala RS41-SGP radiosondes. The data was

processed by the Vaisala MW41 sounding system and the quality controlled data is hosted at

the NCAR EOL CHEESEHEAD19 repository (Facility and , SSEC) During the IOP days there
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were 4 radisonde launches per day. On 23 August these were at 0610, 0915, 1300 and 1645

CDT. On 24 September the launches were at 0615, 0913, 1300 and 1645 CDT. The radiosonde

profile data were linearly interpolated to the Child01 model vertical grid for inter-comparisons.

3.2.1.2 Tower and Plot-Level Measurements

The EC tower data used in this study was collected from 17 flux tower sites, set up as part of

the National Center for Atmospheric Research (NCAR)-Integrated Surface Flux Station (ISFS)

network, and the AmeriFlux US-PFa site within the core 10 km × 10 km CHEESEHEAD19

study domain (Fig. 3b and Table ES2 in Butterworth et al. 2021). Ground based measurements

of forest canopy leaf phenology were done at 51 plots within the domain (Schwartz, M.D et al.

2019). The tower network collected measurements of 3D-wind, temperature, moisture and

CO2 at 20 Hz using the Campbell Scientific CSAT3AW sonic anemometer and the open path

Campbell Scientific EC150 infra-red gas analyser. The processed and quality controlled 30-

minute flux data are hosted in the AmeriFlux repository. Drone-based LiDAR measurements

were performed at 9 select forested flux tower sites to characterise the three-dimensional forest

structure (Table 1 in Murphy et al. 2022). The measurements were made from 25-29 June 2019,

at 60 m above ground using a Routescene discrete-return LiDAR onboard a UAS hexacopter

DJI M600 Pro to collect high-density 3D scans (∼ 600 points m−2).

3.2.2 Large Eddy Simulations Model Setup

We used the PArallelized LES Model (PALM) V 6.0 (Maronga et al., 2020b) revision number

21.10-rc.2 for the numerical simulations. PALM solves the non-hydrostatic, filtered, incom-

pressible Navier-Stokes equations in Boussinesq-approximated form on an Arakawa staggered
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C-grid (Harlow and Welch, 1965; Arakawa and Lamb, 1977). Prognostic equations are solved

for the velocity components u, v, w, the potential temperature θ, water vapour mixing ratio q,

a passive scalar s and the subgrid-scale turbulent kinetic energy (SGS-TKE) e . The sub-grid

scale terms are parameterised using the 1.5 order turbulent kinetic energy scheme of Deardorff

(1980) modified by Moeng and Wyngaard (1988) and Saiki et al. (2000). The advection terms

were discretised using a fifth-order scheme (Wicker and Skamarock, 2002), and a third-order

Runge–Kutta scheme by Williamson (1980) was used for the time integration.

The dynamical core of the model system and additional modules that enable modelling capabili-

ties for diel surface-atmospheric exchanges over realistic surface have been extensively validated

(Heinze et al., 2017; Resler et al., 2020; Gronemeier et al., 2021). Resler et al. (2020) presents

a validation of PALM simulations, constrained by field measurements and boundary conditions

driven by WRF outputs of the diel boundary layer over Prague, Czech Republic. Wanner et al.

(2021) did a comparative simulation study using PALM, with varying surface boundary con-

ditions that included prescribed surface fluxes, a coupled LSM and a coupled LSM combined

with a Plant Canopy Model. Based on their idealised simulation results, they recommend the

used of a LSM combined with a PCM as the surface boundary condition to better represent the

near-surface dispersive fluxes associated with secondary circulations.

Simulations of the diurnal cycle for two consecutive CHEESEHEAD19 IOP days during the

summer and autumn IOPs were performed. August 22 and 23 were chosen for the August IOP

and September 24 and 25 for the September IOP. During the August IOP, towards the end of

summer, the CHEESEHEAD19 experimental conditions were more free convective than during

the September IOP, when they were more forced convective (Paleri et al., 2022). So choosing
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these two test cases lets us compare and contrast the secondary circulations between two dif-

ferent dynamic stability regimes. Eight ensemble member runs were performed for each of the

IOP test cases. At the start of each ensemble member model run, the imposed perturbations by

the synthetic turbulence generator (Sect. 3.2.2.1) are randomly generated and thus different,

which in turns produces a unique turbulence realisation for each ensemble member. The max-

imum model timestep was kept fixed at 0.6 s. The simulations were performed in the NCAR

Cheyenne supercomputer (Computational and Laboratory, 2017) and the Casper data analysis

and visualisation cluster was used for 3D visualisations and exploratory data analysis. A total

of 6,500,000 core hours were used for the production runs.

3.2.2.1 Large Scale Forcing, Boundary Conditions:

In order to simulate the diurnal variations during the field experiment, with evolving synoptic

conditions over a heterogeneous study domain, non-stationary lateral and top boundary Dirich-

let conditions were prescribed for the simulations using an offline-nesting approach (Kadasch

et al., 2021). The large scale forcing data for the boundary conditions were prepared using

the National Centers for Environmental Prediction - High Resolution Rapid Refresh (NCEP-

HRRRv4) version of the Weather Research and Forecasting - Advanced Research WRF (WRF-

ARW) model (Benjamin et al., 2016) with a native resolution of 3 × 3 km. 2D surface and 3D

isobaric data were extracted from the University of Utah HRRR archive (Blaylock et al., 2017).

The HRRR data was extracted over the 49 × 50 km Parent simulation domain (Sect. 3.2.2.2)

and averaged horizontally to 1D profile data. The isobaric HRRR data were interpolated to

the PALM model grid by adapting the open-source WRF4PALM v1.0 code (Lin et al., 2021).

These profiles are prescribed at the model lateral and top boundaries as non-cyclic conditions,

https://home.chpc.utah.edu/~u0553130/Brian_Blaylock/cgi-bin/hrrr_download.cgi
https://github.com/dongqi-DQ/WRF4PALM/tree/v1.0
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refreshed every hour. The forcing-profiles are read and mapped onto the boundaries during the

simulation as well as interpolated linearly in time. A Synthetic Turbulence Generator (STG)

module was used to impose turbulent fluctuations at the model boundaries in conjunction with

the mesoscale forcings since the imposed boundary conditions do not have information about

boundary layer turbulence. Kadasch et al. (2020) give a detailed description of PALM’s inter-

nal routines which read and process the initial and boundary conditions as well as the STG.

Turbulence is triggered at the model lateral boundaries by imposing spatial and time vary-

ing perturbations to the velocity components with characteristic amplitude depending on the

Reynolds stress tensor following Xie and Castro (2008), as modified by Kim et al. (2013) and

the Reynolds stress parameterisation of Rotach et al. (1996).

With regard to surface forcings, the initial surface soil temperature and moisture values were

extracted from the HRRR data and regridded to match the Parent domain horizontal grid.

The Parent domain mean surface incoming shortwave and longwave radiation values were also

prescribed using the same data. The incoming radiative fluxes are passed to PALM’s Radiative

Transfer Model to model the influences of the heterogeneous plant canopy and high clouds on

surface radiative fluxes (Krč et al., 2021). PALM can support nested LES domains that are

recursively nested within and run parallel to each other with continuous communication at run

time through its self-nesting capabilities (Hellsten et al., 2020). Self-nesting was applied in

combination with the offline-nesting, with the outermost Parent model receiving input from the

larger-scale model and two children (Child01 and Child02, 3.1, Sect. 3.2.2.2) recursively nested

within the outermost Parent model (Fig. 3.1). In this setup, only the outermost Parent model

requires the initialisation and boundary data from the larger-scale model. One-way nesting was

employed between the three models, where only the parent communicates with its immediate
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child at the model lateral and top boundaries at every time step and child model solutions do

not affect flow in its Parent model. Employing both the offline-nesting and self-nesting modules

lets us include the synoptic-scale effects over the simulation domain and model the influence of

a heterogeneous land surface and plant canopy over a wide range of scales.

3.2.2.2 Domain Resolutions And Nesting Setup

A rather coarse Parent domain covering a 48.6 × 52 km2 region, centred around the Department

Of Energy Ameriflux regional tall tower (US-PFa 45.9459◦ N, −90.2723◦ W, Desai et al. (2022a))

was set up with a horizontal resolution of 90 m to guarantee that turbulence is fully developed

in the area of interest. Since the large-scale forcing data does not have resolved turbulence,

adjustment zones are needed to allow for turbulence development at the inflow boundary so

that realistic turbulence is simulated within the domain of interest. Initial test simulations were

done for just the Parent domain and the e horizontal profiles from these simulations show that

turbulent flow is well developed after about 10 km downstream of the inflow boundary (Fig.

3.12). At 1100 hours simulation time the boundary layer is still in a transition phase from stable

to convective conditions so that the horizontal e profile shows variations, but at 1300 hours and

1500 hours it clearly shows an equilibrium value. Hence, the Child01 domain was set up covering

a 27 × 32 km2 region inside the parent domain, ensuring that the domain is sufficiently far away

from the inflow boundaries. This Child01 domain also covers the greater-CHEESEHEAD19

study domain where airborne turbulence measurements were conducted during the IOPs. Inside

the Child01 domain, a fine resolution Child02 model was set up, with 12 × 12 km 2 horizontal

extent, covering the core CHEESEHEAD19 experiment study area (Fig. 3.1).
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Figure 3.1: Land surface class distribution within the Parent model. Child01 model is shown
as a 27 × 30 km2 box outlined in white. Child02 model domain is shown as a white outlined 12
× 12 km2 box within Child01. The orange dots within Child02 denote the CHEESEHEAD19
tower locations. The orange star indicates the location of the US-PFa tall tower. The dotted
white line over Child02 is a representative virtual flight pattern which was set up in Child01.

Map credit Luise Wanner

Simulations for the August IOP days start at 0000 Central Daylight Time (CDT = UTC - 6h,

abbreviated as CDT from now) 22 August 2019 and go on for 44 hours till 2000 CDT on 23

August 2019. Likewise, simulations for the September IOP days start at 0000 23 September

2019 CDT and go on for 44 hours till 2000 CDT on 24 September 2019. Table 3.1 gives an

overview of the model resolutions used for the August and September IOP simulations. The

horizontal extents were kept the same for both the IOP test cases and all 3 nested models.

Parent model vertical extents were changed between the two IOP cases reflecting the change in

the maximum boundary layer heights between the summer and autumn IOP while optimising
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the available computational resources and ensuring that all of the ABL was included in the

simulations. For the August IOP runs, the Parent model vertical extent was fixed at 5000 m,

with vertical grid stretching starting at 3000 m to optimise computational resources, with the

maximum vertical grid spacing set to 60 m. The Parent model domain for the September IOP

runs had a vertical domain extent of 3050 m, with grid stretching starting at 1800 m and the

maximum vertical grid spacing set again to 60 m. In the Child01 model domain, the vertical

model extent was set to ensure that at least one of the IOP days simulated would have a fully

resolved CBL. In this manuscript we focus on 3D data from the Child01 model, for August 23

and September 24 when the model domain encompassed the whole of CBL (Sect. 3.3.1). The

Child02 model domain has a vertical extent of 240 m for both the IOP test cases. Its horizontal

resolution of 6 m and a vertical resolution of 4 m allows us to have a resolved plant canopy in

this finer resolution domain.

Table 3.1: Grid resolution and domain extents for both August and September IOP test cases

Simulation time (CDT) Domain Horizontal extent (km) Vertical extent (km) Grid spacing (m) Grid points

Start End

08.22|00:00 08.23|20:00
parent lx = 48.6, ly = 51.84 lz = 5.0 dx = dy = 90, dz = 12

nx = 540, ny = 576,
nz = 296

child1 lx = 27, ly = 30.240 lz =2.49 dx = dy = 30, dz = 12
nx = 900, ny = 1008,

nz = 248
child2 lx = ly =12 lz = 0.24 dx = dy = 6, dy = 4 nx = ny = 2000, nz = 60

09.24|00:00 09.25|20:00
parent lx = 48.6, ly = 51.84 lz = 3.05 dx = dy = 90, dz = 12

nx = 540, ny = 576,
nz = 180

child1 lx = 27, ly = 30.240 lz =1.8 dx = dy = 30, dz = 12
nx = 900, ny = 1008,

nz = 148
child2 lx = ly =12 lz = 0.24 dx = dy = 6, dy = 4 nx = ny = 2000, nz = 60
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3.2.2.3 Land Surface and Plant Canopy Model

Table 3.2: Wiscland land surface classes and their assigned PALM LSM classes

Wiscland Land surface type PALM Surface Type

Open Water lake

Floating Aquatic Herbaceous Vegetation lake

Developed, High intensity concrete

Developed, Low intensity asphalt/concrete mix

Barren bare soil

Crop Rotation crops, mixed farming

Cranberries irrigated crops

Grassland tall grass

Emergent/Wet Meadow tall grass

Shrubland deciduous shrubs

Lowland Scrub/Shrub deciduous shrubs

Coniferous Forest short grass†

Coniferous Forested Wetland short grass†

Broad-leaved Deciduous Forest short grass†

Forested Wetland - Deciduous Forest short grass†

Mixed Deciduous/Coniferous Forest short grass†

Mixed Deciduous/Coniferous Forested Wetland short grass†

†To avoid double-accounting for surface radiative effects of the canopy, the forested domains are assigned ’short-grass’ classes in the LSM setup

To accurately simulate the physical processes as observed during the IOPs as realistic as possible,

we apply a Land Surface Model (LSM) with coupled soil, radiative transfer and a Plant Canopy

Model (PCM). The use of the LSM and PCM runs instead of prescribed surface fluxes enables the

investigation of surface atmospheric feedback such as self-reinforcement of mesoscale circulations

over the heterogeneous study domain (Wanner et al., 2021). This offers a direct interaction with

the synoptic and radiative forcing.

The inbuilt LSM implementation is based on the European Centre for Medium-Range Weather

Forecasts-Integrated Forecast System (ECMWF-IFS) land surface parameterisation (H-TESSEL)

and its adaptation in the Dutch Atmospheric LES model (Heus et al., 2010). Gehrke et al. (2020)

presents a detailed description of the LSM implementation in PALM (Their Table 1, 2 and 3 give

a detailed description of PALM’s land surface classes) and presents evaluations against in-situ

measurements. The same soil type was used for the entire domain. We used a ‘medium fine’

texture following the ECMWF-IFS classification that is based on the parameterisation after

Van Genuchten (1980). The soil model was configured as an eight layer model. Having a thin
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soil layer can lead to unrealistic high-frequency feedback effects with near surface atmospheric

temperature and moisture (Liu and Shao, 2013). Each layer thickness in metres starting from

top was set as: 0.01, 0.02, 0.04, 0.06, 0.14, 0.26, 0.54 and 1.86. The 2D initial and deep soil

temperatures and initial soil moisture was taken from the HRRR data (Sect. 3.2.2.1). The

distribution of different land cover types within the domain is based on the Wiscland 2.0 digital

database (Wisconsin Department of Natural Resources, Fig. 3.1) which is a land cover map of

the entire state of Wisconsin with a resolution of 30 m and providing multiple levels of detail.

The data was collected from 2014 to 2016. Wiscland2 landcover types were grouped into 18

categories (Table 3.2)

Before the simulations start we used a 44 hour spin up for the LSM where only the surface-soil

model is updated (based on the HRRR data), while the wind speed is held constant at its initial

time and temperature experiences the daily cycle. This allows for the near surface soil moisture

and temperature values and atmospheric values to come to an equilibrium, which would be

important over the heterogeneous domain as shown by Maronga et al. (2020b).

The plant canopy is modelled as a porous viscous medium that removes momentum from the

flow (Shaw and Schumann, 1992; Watanabe, 2004), and acts as source/sink for heat, humidity,

or passive scalar. We use the land-surface model at the surface of the entire domain and stack

the plant canopy model on top in areas covered by trees. †To avoid double-accounting for

surface radiative effects of the canopy, the forested domains are assigned ’short-grass’ classes in

the LSM setup. The forested areas are vertically resolved by up to 12 grid layers in the Child02

domain and up to 5 grid layers in the Parent and Child01 domains. The leaf-area density

(LAD) profiles are based on field observations at 9 forested sites within the CHEESEHEAD19

study area (Sect. 3.2.1.2). We grouped these observations into broadleaf, needle leaf and mixed
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forests. Within each group, the LAD profiles were averaged and extrapolated toward the ground

since no measurements were available near the surface. These profiles are shown in Fig. 3.2 a,

b, c. The profiles were then scaled in height so that they correspond to the mean canopy heights

that were found near the eddy covariance stations within the individual forest types and finally

resampled to the PALM grid spacing. The resulting lad profiles are shown in Fig. 3.3.

Figure 3.2: Drone measured LAD profiles classified as a) broadleaf, b) needle leaf, and c)
mixed forests. Profiles were linearly extrapolated from the lowest measurement value towards
the surface. Measured leaf fall percentage for a standard (e) and wetland (e) forest in the study
domain. Different colours indicate individual measurements and the black line indicates the

mean across trees
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Figure 3.3: Scaled and resampled profiles used in the Child02 domain. Panels a and b show
lad profiles for the August IOP and panels c and d show profiles for the September IOP. Panels
a and c show profiles for normal forests and panels b and d show panels for wetland forests

To adapt the LAD profiles to seasonal changes in leaf-area index (LAI), we used phenological

observations of leaf fall that were also carried out at different plots within the CHEESEHEAD19

field sites to scale the LAD profiles. A sigmoid curve was fitted to the leaf fall observations

of each single tree. Afterwards, we grouped the plots into wetland and non-wetland plots and

averaged the fitted sigmoid curves of all trees within each group as shown in Fig. 3.2 d, e. The

resulting curves provide the percentage of fallen leaves. We then multiplied the LAD profiles in
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deciduous forest areas with the percentage of remaining leaves. For the mixed forest areas, we

assumed that the reduction in LAI would be half that of the deciduous forest. This approach

resulted in three different LAD profiles for the August IOP simulations before the beginning

of leaf fall (broadleaf, needle leaf, mixed) as shown in Fig. 3.3 a, b, and five LAD profiles for

the September IOP simulations after the beginning of leaf fall (broadleaf, wetland broadleaf,

mixed, wetland mixed, needle leaf) that are shown in Fig. 3.3 c,d. The LAD profiles were then

assigned to different WISCLAND 2.0 land cover types (Table 3.2).

Virtual tower measurements are conducted in the Child02 domain to be compared to actual field

measurements at the EC stations. To create model conditions that are as similar as possible,

the high-resolution profiles at these locations were not adjusted to the mean value for the forest

type, but were adjusted to the actual height of the vegetation at the respective station on a 100

× 100 m2 area surrounding the virtual tower location.

3.2.2.4 Virtual observational Infrastructure

Virtual tower sites were set up in the Child02 model at the same location as the 17 CHEESE-

HEAD19 tower sites. The volume averaged turbulent time series data of u,v,w,θ,q were extracted

at the model time step resolution at these locations. The data were extracted at vertical grid

points corresponding to the field experiment tower measurement heights and also at one grid

point offsets by north-south and east-west. The virtual tower data were switched on after 0500

CDT of the first simulation day to account for simulation spin up.
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Virtual flight tracks emulating the IOP airborne campaign flight tracks were simulated in the

Child01 model for both August and September test cases. Virtual flights are performed accord-

ing to the methods described in Schröter et al. (2000) and Sühring and Raasch (2013). Virtual

flights are effectively passive sensors that move along prescribed tracks, at prescribed heights

with specific velocities. Flight heights were prescribed at 100 and 400 m a.g.l, and speed was

kept fixed at 82.31 m s−1 reflecting the field experiment transects. Virtual flights start at a

waypoint, matching the field experiment location in space, move to their ending waypoint and

then start back once they reach the end point. All flight legs start simultaneously, at 0900 CDT

of the first simulation day.

3.3 Comparisons of Simulations With Field Measurements

Table 3.3: Comparisons between simulated and measured profiles of θ, q and time series of
θ,q, H and LE. Intensity of the red highlight denotes higher differences.

θ (K) q (g kg−1) Daytime H (W m−2) Daytime LE (W m−2)

Aug IOP

Time (CDT) 600 900 1300 1700 600 900 1300 1700

Profiles

Median of Absolute Difference 1.66 1.21 0.61 0.46 0.62 0.48 0.43 1.23

Mean Absolute Difference 1.47 1.3 1.04 1.27 0.96 0.87 0.76 1.05

RMSE 2.71 2.06 1.4 2.62 1.16 0.92 0.72 1.23

Time series Correlation Coefficient 0.94 0.49 0.87 0.91

RMSE 2.74 K 5.39 g kg−1 48 60

Sep. IOP

Time (CDT) 0645 0915 1300 1645 0645 0915 1300 1645

Profiles

Median of Absolute Difference 1.45 1.66 1.58 0.38 1.29 1.19 0.55 1.52

Mean Absolute Difference 1.74 1.8 1.31 0.51 1.27 1.51 1.02 1.55

RMSE 2.08 2.13 1.45 0.63 1.48 1.82 1.59 1.64

Time series
Correlation Coefficient 0.88 0.96 0.87 0.86

RMSE 2.8 K 7.19 g kg−1 49 59

As a first order fidelity check of our simulations of the field experiment days, we compare

LES profiles and near-surface fixed-point time series with the field measurements. For profile

comparisons, we present results for 23 August 2019 and 24 September 2019, when all of the
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CBL was fully resolved in the Child01 model in Sect. 3.3.1. For the August IOP simulation,

instantaneous data were output at every 30 minutes and for the September IOP they were

written out at every 15 minutes. For the profile comparisons, the LES data output closest in

time with the radiosonde measurements were used. Some of the differences between the profiles

can be attributed to this offset in time (∼ couple of minutes). We compare the time series of

theta, q, H and LE between the Child02 model and the CHEESEHEAD19 tower data. Table 3.3

presents summary statistics for the comparisons between simulated and measured profiles and

time series data.. For the profile data mean, median and Root Mean Squared Error (RMSE)

of the deviations are reported. For the time series comparisons, their Pearson’s correlation

coefficient (r) and RMSE are reported. Only the daytime values of the heat fluxes were used for

the calculation of summary statistics. All time mentions that follow refer to the corresponding

simulation time.
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3.3.1 Temperature and Moisture Profiles

Figure 3.4: Comparisons between PALM simulated (solid lines) radiosonde measured (dashed
lines) and HRRR (dotted lines) profiles of theta (red) and water vapour mixing ratio (blue)
for August and September IOPs. The shading around each simulated profile indicates the

minimum-maximum range at each vertical level in the LES.

Radiosondes were released during the field experiment close to the US-PFa tall tower. Instanta-

neous LES profiles were extracted from the Child01 domain, at the location of the US-PFa tall



88

tower. For both the August and September IOP simulations, PALM simulated early morning θ

profiles show lower near surface temperatures than the radiosonde profiles (Fig. 3.4). In their

diurnal simulations using PALM Resler et al. (2020) and Gehrke et al. (2020) reported lower

than observed near surface night-time temperatures and a more stable ABL than observations.

Gehrke et al. (2020) discusses this issue, suggesting the role of the SGS model and radiation

scheme in combination with the grid resolution as well as the role of the LSM’s surface en-

ergy balance parameterisation in combination with Monin-Obukhov Similarity Theory based

computation of atmospheric fluxes at the first model grid point.

For the August IOP, the mean difference for the 1st 200 m between simulated and observed

θ profiles at 0600 CDT simulation time is 2 K, with a peak of ≈ 6 K near the surface. At

0900 CDT, the mean difference for the 1st 200 m becomes 3 K and near the surface ≈ 5 K.

Later during the day, the mean differences reduce substantially to 0.7 K at 1300 CDT and

0.6 K at 1700 CDT. Once the CBL is well mixed and fully developed in the afternoon, the

simulations are able to capture the CBL height well. At 1300 CDT, zi simulated ≈ 1300 m,

while zi observed ≈ 1500 m. The differences between θsimulated and θobserved profiles at 1300 and

1700 CDT of the simulations arise mainly from their differences above the CBL, where the LES

profiles are closer to the HRRR forcing data (Fig. 3.4). At 1300, the mean absolute difference

between the two below 1500 m is 0.5 K and at 1700 CDT the mean absolute difference between

the two below 1500 m is 0.3 K. Amongst all the four times comparisons were made, the mean

absolute difference and the RMSE are the lowest at 1300 CDT at 1.04 K and 1.4 K respectively

(Table 3.3).

The qsimulated profiles for the fully developed CBL at 1300 CDT on August 23 and the evening

ABL at 1700 CDT follow radiosonde measured profiles of qobserved. For the 1300 CDT profiles,
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the RMSE between the two is 0.72 g kg−1, most of which occurs above the simulated CBL

between 1250 and 1500 m where the simulated values are lower. At these heights, the radiosonde

values are within the range of horizontal variability in qsimulated. The maximum horizontal

variability in qsimulated within the simulated CBL is also seen at 1300 CDT, with a mean range

of 4 g kg−1. At 1700 CDT the simulations are drier, with an RMSE of 1.23 g kg−1.

The September IOP simulations show the same patterns as the August IOP simulations for

θsimulated and qsimulated profiles while comparing them with the radiosonde measured profiles.

The early morning near surface θsimulated values are smaller, while the fully developed mixed

layer values later agree well. The mean absolute difference for the 1st 200m between θsimulated

and θobserved profiles at 0645 CDT is 4.2 K with a peak of 7.6 K at 30 m. At 0915 CDT the

mean absolute difference for the 1st 200m between θsimulated and θobserved profiles is 4.25 K. At

1300 CDT θsimulated and θobserved have mean absolute difference and RMSE of 1.31 K and 1.45

K. At 1645 CDT they reduce to their lowest at 0.51 K and 0.63 K and remain nearly constant

throughout the model vertical extent. The spatial variation of θ profiles inside Child01 model

is lower for the September IOP simulations than the August IOP simulations. Most of the

variation occurs in the 1st 100 m at 0645 CDT and 1645 CDT and within the 1st 200 m for

0915 CDT. The maximum spread is seen at 1300 CDT which ≈ 4 K.

The qsimulated values for September IOP, correspond well with qobserved during the morning hours

at 0645 CDT and 0915 CDT. They diverge as higher up from the surface, above around 600 m.

They follow the shape of the input HRRR forcing q profiles then. qsimulated and qobserved profiles

at 1300 are very close to each other within the simulated CBL (≈ 800m) with a mean absolute

difference of 0.39 g kg−1. The radiosonde data shows an advection event centred around 1180 m

which is not seen in the simulated profiles. However this spike falls within the spatial variability
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seen in the qsimulated profiles. Similar to the August IOP, the 1645 CDT values are very similar

in shape but qsimulated values are lower with a RMSE of 1.64 g kg−1. At 1300 CDT and 1645

CDT the simulated values are higher than the HRRR forcing profiles for the spatially local

profiles shown in Fig 3.4 but the domain averaged values are closer to each other (Fig. 3.5)

Figure 3.5: Comparisons between PALM simulated and input HRRR profiles of θ (a,c) and
water vapour mixing ratio (b,d) for August (a,b) and September (c,d) IOPs. Different colours
are used to distinguish between differing times as shown in the legend for each IOP test case.
Dashed lines indicate HRRR profiles and solid lines indicate PALM simulated domain-averaged,

instantaneous profiles
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3.3.2 Horizontal Wind Profiles

Figures 3.6 and 3.7 present the simulated, radiosonde measured and input HRRR profiles of

horizontal winds, u and v for the 23 August and 24 September simulations respectively. The

simulated profiles presented alongside radiosonde profiles are ensemble averages of fixed-point,

instantaneous LES data, similar to the simulated θ and q profiles presented earlier. The sim-

ulated profiles presented alongside the HRRR data are domain averaged instantaneous data.

For these wind profiles, we show the standard deviation of velocity magnitudes at each heights

across ensembles as an indicator for the spread of simulated values.The spatial range of velocities

would be a less physically meaningful metric for model data comparisons.

In the 23 August simulations, the simulated winds are of the same order of magnitude as the

measured wind profiles. The exact values of simulated and measured afternoon wind profiles at

1300 and 1700 CDT also oscillate around each other. The simulated domain mean wind profiles

are closer to the input HRRR forcing profiles (Fig. 3.6 c, d). More so, for the afternoon profiles

at 1300 and 1700 CDT and for heights inside the ABL, at z ≤ 1500 m.

Simulated and measured wind profiles for 24 September test case also show the same patterns

as the summertime simulations. As expected, the boundary layer winds are also higher in the

shear driven early autumn September boundary layer. The simulated and radiosonde measured

profiles are close and vary around each other (Fig. 3.7 a, b). The domain mean simulated

wind profiles follow the forcing HRRR profiles very closely (Fig. 3.7 c, d) for all the time steps

considered.
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Figure 3.6: Panels a) and b) present comparisons between simulated (solid line) and ra-
diosonde measured (dashed line) profiles of u and v wind respectively. Ensemble mean values
of simulated profiles are presented. Shading represents the standard deviation across ensemble
members. Panels c) and d) present comparisons between domain mean simulated (solid line)
and the input HRRR (dashed line) profiles of u and v wind respectively. Different colours are
used to distinguish between differing times as shown in the legend. Shading represents the

standard deviation across ensemble members.

Figure 3.7: Same as Fig. 3.6 but for 24 September simulations
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3.3.3 Near Surface Temperature and Moisture Time Series

Figure 3.8: PALM simulated, CHEESEHEAD19 tower measured and input HRRR forcings
data time series for temperature and moisture. Above-canopy time series of simulated θ and
q values were extracted at z = 32 m from Child02 model for 12 CHEESEHEAD19 tower
locations, where the field experiment measurement heights were also 32 m (Butterworth et
al. 2021 supplement). The ensemble mean time series values across locations were compared
between the simulations and tower data, along with the time series values from the input HRRR
forcings data at the same grid level. 30-minute averaged values for August and September IOPs

are presented. Shadings denote one standard deviation
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The θsimulated time series shows good agreement against the tower measured values for both

days of the August and September IOP test cases, with a correlation coefficient of 0.94 for

August and 0.88 for September days (Fig. 3.8, Table 3.3). The θsimulated values in August have

higher peaks and lower lows, resulting in a RMSE of 2.74 K with respect mean θobserved at the

towers. For 22 August the maximum θsimulated was 295 K at 1530 CDT while the maximum

tower measured θ value for 22 August was 291 K at 1430 CDT. Likewise, for 23 August the

maximum value was 296 K at 1800 CDT and the maximum θobserved was 293.5 K at 1700 CDT.

The θsimulated values are closer to the forcing data. The September IOP simulation is able to

capture the morning warm up related to CBL initiation for the first day. The simulations miss

the rainfall induced dip during 24 September night at 2130 as seen in the tower data although

the cooling of the stable boundary layer is captured well, as it was reflected in the HRRR data

as well. However, the θsimulated peak for 25 September is higher at 294.7 K than the tower

measured value of 290 K.

The simulations are dry-biased for both the August and September IOP days, with a RMSE of

5.39 g kg−1 in August and 7.19 g kg−1 in September with respect to tower measured values.

Even though RMSE does not provide any directionality for the error, we use it here for the sake

of consistency with the rest of the analysis. The simulated q values are of the same range of

magnitudes as the forcing HRRR data, which has lower magnitudes than tower measured values.

For the August IOP, the intra-day variability in qsimulated resembles the tower measured data,

where it is able to capture all three peaks as seen in the tower data at almost the same times

(Fig. 3.8). However, there is a time lag between the simulated and tower measured values,

of the order of a couple of hours, because of which their correlation coefficient is only 0.49.

Likewise, for September IOP qsimulated values are closer to the forcing HRRR data with the
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peak around 12.5 g kg−1 at 24 September 1830, while the tower measured values show almost

double the same values at 22.5 g kg−1. The simulated values also seem to be smoother than

the tower measured values here, especially for 25 September. The low frequency nature of the

simulations and the observations are similar.

3.3.4 Near Surface Wind Time Series

Figure 3.9: PALM simulated, CHEESEHEAD19 tower measured and input HRRR forcings
data wind time series. Above-canopy time series of simulated wind were extracted at z = 32
m from Child02 model for 12 CHEESEHEAD19 tower locations, where the field experiment
measurement heights were also 32 m. The simulated ensemble mean time series values across
locations are compared against the mean tower measured data, along with the time series
values from the input HRRR forcings data at the same grid level. Half-hourly averaged values

for August and September IOPs are presented. Shadings denote one standard deviation

We present a comparison of the simulated near surface wind time series from the Child02 model

domain and the CHEESEHEAD19 tower measured wind time series along with the input HRRR

forcing data at the same model vertical grid level for the two IOP test cases in Fig. 3.9.

For the August simulations, the simulated and tower measured values show reasonable agree-

ment in magnitudes. The mean simulated and tower measured daytime (0600 - 2000 CDT)

winds during 22 August were 2.3 m s −1. For 23 August, the mean tower measured winds were

1.8 m s −1 from 0600 - 1800 CDT, while the mean simulated values were slighly lower at 1.5 m s

−1. The simulations also pick up the spike in wind speed around 22 August 1600, but it occurs
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later around 1800 CDT. Simulations for 23 August are able to pick up the afternoon decrease

of near surface winds from 1200 - 1800, with the same order of magnitude.

In the September IOP test case, when surface winds drive boundary layer turbulence, the

simulations pick up the diurnal cycle and magnitudes of the tower measured near surface winds

well. The measured winds during 24 September evening, from 1800 till midnight show much

more variability than the simulations.

3.3.5 Near Surface Heat Flux Time Series

The delay in CBL initiation for 22 August simulations is also seen when comparing the near

surface simulated H and LE time series with the field experiment measurements(Fig. 3.10).

Since the maximum canopy height in the domain was around 32 m, only those tower sites with

measurement heights ≥ 32 m are considered for comparisons. The simulated mean daytime H

time series across CHEESEHEAD19 tower locations is greater than the tower measured values

for both the August days, with a RMSE of 48 W m−2. The differences are the greatest on 22

August, when the RMSE of simulated and tower measured values are 64 W m−2. Despite the

offset in the first day of simulations, the simulated and measured daytime H time series for

both the simulation days are well correlated with a correlation coefficient of 0.87 (Fig. 3.10b,

Table 3.3).

The simulated H time series on 22 August has a steep increase in the morning that peaks at 200

W m−2 at noon while the tower measured H peaks at 100 W m−2 at 1130 CDT. Similarly, the

simulated LE has a higher peak of 285 W m−2 than tower measured value of 200 W m−2 and

remain consistently higher through afternoon till the CBL collapse at 2000 CDT. During the
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stable boundary layer of 22 August evening to 23 August morning, the mean H measurements

show slightly negative heat fluxes from 1700 CDT 22 August till 0430 CDT 23 August.

The simulated H values at night-time, show a below 0 dip of -39 W m−2 and then goes back

to near zero values, while the mean tower measured values are never as low at night in the

stable boundary layer, with a mean value of -12 W m−2 and minimum of -25 W m−2. For the

23 August simulations the CBL growth and decay occur around the same time as indicated by

the heat flux measurements. The simulated daytime H magnitudes are also closer to the tower

measured values with a RMSE of 23 W m−2.

For 23 August (the second day) of simulations, the simulated LE magnitudes remain higher

than tower measured values for most of the day. The simulated and tower measured daytime

LE time series are linearly well correlated with a correlation coefficient of 0.91.

Comparisons of simulated and observed near surface fluxes during the September IOP test case

reveals that the ABL growth and collapse are not as delayed for the 24 September simulations

as the 22 August simulation (the first day of September simulations vs the first day of Au-

gust simulations) (Fig. 3.11 a, c). The simulated and tower measured H values for both the

simulation days follow a linear relationship with r = 0.87 and RMSE of 49 W m−2.

The simulated and tower measured H magnitudes for 24 September are close to each other (Fig.

3.11 a), with RMSE = 42 W m−2. The tower measured values show a spike of 85 W m−2 at

1530 CDT which is not reflected in the simulations. The tower measured H time series for 25

September also shows a spike of 47 W m−2 at 1600 CDT which the simulations do not capture.

The simulated night-time H values are negative and not near zero unlike the August IOP runs.
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Figure 3.10: Simulated vs observed near surface turbulent fluxes at the CHEESEHEAD19
tower locations for the August IOP from Child02 model. Mean flux time series values across 12
tower sites with measurement heights ≥ 32 are presented. CHEESEHEAD19 flux towers in red,
simulated values in blue. For LES, the mean across 8 ensembles, and all 12 towers is presented.
Shading shows the standard deviation across the hole data; b, d : Scatter plots between the
simulated and tower measured daytime (0600 - 2000 CDT) mean H and LE for 08/22 and

08/23

The simulated and observed daytime H start increasing from their night-time values around

the same time, at 0800 CDT, for 25 September.

Simulated daytime LE values also show a linear relationship with the tower measured daytime

LE time series with r = 0.86 and RMSE = 59Wm−2. The simulated afternoon values are higher

than tower measured values for both 24 and 25 September simulations. For the 25 September

simulations, the simulated LE values in the morning are lower than the tower measured values

till 1200 CDT.
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Figure 3.11: Same as Fig. 3.10, but for September IOP. Daytime hours 0700-1800 CDT

3.4 Discussion

Our null hypothesis was that Large Eddy Simulations, initialised with real-world surface het-

erogeneity, develop similar mesoscale structures and patterns as observed in reality. To include

the changing synoptic scale forcings over the study domain, we used the hourly NCEP-HRRRv4

reanalysis data product as the LES boundary conditions (Sect. 3.2.2.1). This inclusion had an

influence on the simulated mean quantities (Fig. 3.5 and 3.8, Table 3.3) , especially the near

surface moisture values, which are lower than the measured mixing ratio values during the IOPs.

However, it is as if they are offset in magnitude. For the above-canopy q time series, simulations

are lower than observations for the August IOP runs with RMSE = 5.59 g kg−1 and the RMSE

= 7.19 g kg−1 for the September IOP runs. When the LES runs are considered as simulations of

field experiment days, we show that the mean atmospheric boundary layer state variables in the

simulations are well correlated with the radiosonde and tower measurements (Sect. 3.3 ). The
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simulated above-canopy daytime heat fluxes are also of the same order of magnitude as the tower

measured values during the field experiment, with a mean RMSE between observations and sim-

ulations of 54 W m−2 for both the IOPs (Table 3.3). The above-canopy simulated daytime heat

fluxes for 23 August and 24 September at the CHEESEHEAD19 tower locations have a Pearson

correlation coefficient (r) of 0.9 with the concomitant tower measured values. They also show

similar diel variations with respect to ABL growth initiation and collapse (Fig. 3.10, 3.11).

This gives us confidence that our model results simulate the CHEESEHEAD19 IOP daytime

boundary layers and can be used to evaluate mechanisms that generate surface-heterogeneity

induced mesoscale circulations in the diel ABL.

Large Eddy Simulations have been an effective tool to simulate the observed ABL mean prop-

erties and turbulence characteristics during targeted field camapigns and experiments. Hechtel

et al. (1990) simulated an afternoon CBL of the Boundary Layer Experiment 1983 (BLX83),

with synthetic surface sensible and latent heat flux fields generated to match aircraft measured

surface skin temperature power spectra. The heat flux amplitudes were set to vary along the

diurnal cycle. They performed a control run with homogeneous surface fluxes as well and com-

pared both with field measurements. They reported no significant differences between the two

runs in mixed layer development and area averaged statistics. For the heterogeneous case, their

simulations showed no clear evidence that convective thermals were preferentially localised over

surface gradients. They proposed model resolution and inclusion of a imposed mean geostrophic

wind ≈ 7 m s−1 as possible reasons for the lack of sensitivity to non-homogeneous surface bound-

ary conditions. They used aircraft measurements to initialise the simulations and mention that

related overestimations from sampling bias, such as aircraft flying over unusually high thermals,

could have affected the simulated boundary layer characteristics.
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Large eddy simulations of field campaign days coupled with a land surface model were later per-

formed , to better represent the observed land-atmosphere feedbacks. Albertson et al. (2001)

performed coupled LES of one day of the Monsoon ’90 experiment, with periodic boundary con-

ditions and time varying surface fluxes, computed from remotely sensed land surface properties

and simulated atmospheric state variables. They used a two-source model to separately account

for the contributions from bare soil and vegetation within each model grid cell for their study

area, with a wide range of fractional vegetation cover. Their setup, in theory, is similar to the

coupled CHEESEHEAD19 LES framework, using a LSM and PCM to resolve the surface at-

mospheric coupling. Spectral analysis of their simulations revealed that the surface-atmosphere

feedback strength is scale-dependant, with the time-averaged air temperature containing vari-

ability in the larger scales induced preferentially from the large spatial-scale variations in surface

temperature.

The spatial averages of sensible and latent heat fluxes from their simulations were within 10%

of the tower measured values during the field experiment. However, the tower measured H was

computed using flux variance method (Tillman, 1972)) based on empirical formulations between

air temperature, standard deviation andH in MOST framework. Then LE was computed as the

residual of the surface energy balance. They compared their estimates with 1D EC technique

and found their estimates to be within 20% of the measured values. In a follow up study,

(Kustas and Albertson, 2003) investigated the role of surface temperature variance on domain

mean fluxes and spatial variance of surface heat fluxes. Their simulations indicated that higher

spatial variances of surface temperatures lead to stronger surface atmospheric coupling, with

reduced spatial variance in the surface heat fluxes and no significant impact on the domain

mean surface fluxes.
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Later investigators started exploring surface-atmospheric coupling using fully coupled land sur-

face models and for the diurnal ABL. In their coupled LES study Huang and Margulis (2010)

simulated one day (0600 - 1800 CST) of the SMACEX 2002 field experiment. Their simulated

domain mean surface fluxes and profiles agreed well with tower and radiosonde measured values

but they reported no significant difference in domain mean surface fluxes, between fully coupled

and un-coupled simulations.They propose that this could be because the differences over the two

dominant vegetation types cancel each other, and moreover the analysis was only performed for

30-minute averaged data at 1300 CST. In-line with the previous LES studies (Albertson et al.,

2001; Bertoldi et al., 2007; Huang and Margulis, 2009), they suggest that surface-atmospheric

coupling dampens the amplitude of the simulated heat fluxes, with simulated sensible heat

fluxes reaching as low as ≈ 18% lower in the fully uncoupled case. However, the land surface

class distribution in their simulations is essentially very similar to an idealised 2 dimensional

heterogeneity, with only soy and corn crops dominating.

Nevertheless, the RMS Deviation of their flux time series is of the same order of magnitude as

ours, with 30 W m−2 for H and around 41 W m−2 for LE at the footprint scale. Their simulated

and observed air temperature values agree well, with ρ = 0.97. The simulated moisture values

are dependent on their initial values and lower than tower measured values and due to the

spatial variation in measured values, the correlation coefficient is also low, and almost the same

as ours at 0.47.

LeMone et al. (2010a) simulated fair weather CBL days during the 2002 International H2O

Project (IHOP 2002) field campaign in Kansas, USA using the WRF-ARW version 2.1.2, cou-

pled to the NOAH MP land surface scheme. They note that the sub-grid vegetation hetero-

geneity is important in modulating soil moisture, surface flux partitioning and how those would
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impact CBL growth and horizontal variation of surface fluxes. In LeMone et al. (2010b) they

investigate coherent mesoscale structures in the ABL and underscore the importance of non-

periodic boundary conditions and a coupled land surface scheme, to simulate realistic mesoscale

circulations and their diurnal evolution as observed during the field experiment days.

Shao et al. (2013) performed 12 hour daytime LES of Selhausen–Merken experimental site in

Germany, with multiple land use classes. They had a multi layer canopy model, with 2 m

vertical resolution and grid stretching above 80 m, coupled to a land surface and multi-layered

soil model. The simulations were initialised at 0800 UTC, with radiosonde measured θ, q and

wind profiles (mean boundary layer wind ≈ 3.6 m s−1), with periodic boundary conditions. In

their sensitivity experiments they find that with a bulk canopy scheme and the NOAH LSM,

the near surface H is underestimated by as much as 100 W m −2 in the afternoon. The near

surface simulated H and LE values over short canopies (wheat and sugar beet) agreed well with

tower measured fluxes in their study domain.

Heinze et al. (2017) present an evaluation of LES covering Germany, using the the ICON

large eddy model at horizontal resolution of 156 m. The simulations were driven by mesoscale

boundary conditions from the Consortium of Small-scale Modelling (COSMO) model at 2.8 km

resolution and one-way nested from 625 m to 156 m for several days. Their LES results were

able to represent the expected temporal and spatial development of turbulence by in comparison

with observations from the High Definition Clouds and Precipitation for advancing Climate

Prediction (HD(CP)2) project. This gives them confidence to report that the LES significantly

improves the representation of small- to mesoscale variability in their model domain. They

also reported lower simulated surface temperatures, along with higher near surface turbulent

sensible heat fluxes.
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These studies indicate that having boundary LES boundary and initial conditions reflect the

large scale variability can guide the LES simulated ABL mean state and diurnal variability to

be closer to the actually field measured state. This was also the basis for the implementation of

the mesoscale nesting interface in PALM, detailed in Kadasch et al. (2020). Resler et al. (2020)

evaluated the PALM model system, over a realistic urban canopy in Prague, Czech Republic for

multiple days in Summer and Winter, including PALM’s mesoscale nesting, radiative transfer,

land surface modules. Their study also suggests strong sensitivity of the results to the accuracy

of initialisation and boundary conditions. Moreover, they also note that the LES solution is

partly reflective of the mesoscale model outputs, which our study also points towards. If a

comprehensive observational dataset if available before the start of a realistic LES run, it would

be beneficial to tune the mesoscale boundary conditions to be reflective of actually observed

field experiment conditions.

3.5 Summary and Conclusions

We performed fully coupled large eddy simulations of the ABL over a heterogeneous, predomi-

nantly forested landscape with multiple scales of variability. The simulations were constrained

and initialised by land surface properties measured and collected as part of the CHEESE-

HEAD19 field campaign. Three one way nested models were setup centred around the US-PFa

Ameriflux regional tall tower. The simulations were driven by non periodic boundary conditions

setup using the NCEP-HRRRv4 data product averaged over the 49 × 50 km2 Parent domain to

simulate the diurnal cycles from 0000 CDT 22 August 2019 till 2000 CDT 23 August 2019 and

from 0000 CDT 24 September 2019 till 2000 CDT 25 September 2019. We present intercompar-

isons between simulated and observed vertical profiles and near-surface time series data. The

simulated profiles and time series correlate well with observed θ and q values, with a Pearson’s
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correlation coefficient of 0.9 for almost all cases (Table 3.3) indicating that the simulations align

well with the diurnal ABL evolution in the study domain. The mean simulated values have a

dependence on the imposed HRRR boundary conditions, most strongly reflected in our study

for the near surface q time series with a RMSE of 5.39 g kg−1 for August simulations and 7.19

g kg−1 for the September simulations.
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Supplementary Information

Figure 3.12: Horizontal profiles of 30-minute time-averaged turbulent kinetic energy at 1100
(a), 1300 (b) and 1500 CDT (c) for the 24 September simulations. Horizontal profiles are shown
for 0.1zi (solid line), 0.5zi (dashed and dotted) and 0.75zi (dashed). The x-axis shows distance
to the inflow boundary. The turbulent kinetic energy was computed at each x,y grid point.
Grid points with a similar distance to the inflow boundary were sorted into 1000-equally spaced

bins and averaged.
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Chapter 4

Impact of Surface Heterogeneity

Induced Secondary Circulations on

the Atmospheric Boundary Layer

S. Paleri, L. Wanner, M. Sühring, A. Desai, M. Mauder1

4.1 Introduction

Turbulence is the primary transport process in the ABL. Observations (Lemone, 1973, 1976;

Weckwerth et al., 1997, 1999; Drobinski et al., 1998b; Eder et al., 2015; Träumner et al., 2015)

and numerical simulations (Deardorff, 1972b; Moeng and Sullivan, 1994; Avissar and Schmidt,

1998; Khanna and Brasseur, 1998) have reported coherent secondary circulations in the turbu-

lent ABL. In forced convective boundary layers, with strong winds, these structures organise as

Horizontal Convective Rolls (HCR) (Lemone, 1973; Etling and Brown, 1993) and in free con-

vective boundary layers, when the mean wind shear is weaker and surface fluxes stronger, they

organise into open convective cells, akin to the cellular structures in turbulent Rayleigh-Benard

1This chapter is a draft of an article, Surface heterogeneity induced effects on the diurnally evolving convective
boundary layer from coupled large eddy simulations of the CHEESEHEAD19 field campaign - Part II, to be
submitted to Boundary Layer Meteorology
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convection (Atkinson and Wu Zhang, 1996; Salesky et al., 2017). In the ABL over homogeneous

surfaces, these secondary circulations can arise from randomly generated slow-moving turbulent

organised structures (Kanda et al., 2004; Inagaki et al., 2006). With heterogeneous surface forc-

ings, thermally induced mesoscale circulations (TMC) can be generated that become localised

over gradients of land surface temperature (Blanford et al., 1991; Foken, 2008; Maronga and

Raasch, 2013a; Kenny et al., 2017). With these conditions, the ABL can fail conditions for ho-

mogeneous turbulence as well, which complicates applications of Taylor’s frozen turbulence and

Monin-Obukhov Similarity Theory (MOST) for measurement and modelling of ABL processes.

These quasi-stationary circulations can bias fixed-point turbulent flux estimates from towers

(Kanda et al., 2004; Steinfeld et al., 2007; Prabha et al., 2007; De Roo and Mauder, 2018a)

if they are not carried past the towers by the mean wind and modulate surface layer turbu-

lent transport (Salesky and Anderson, 2018; Margairaz et al., 2020; Zhou et al., 2023). Most

simulation studies investigating the role of secondary circulations in the ABL have involved

idealised surface heterogeneities (Inagaki et al., 2006; Huang et al., 2009; Sühring et al., 2014;

Margairaz et al., 2020), with initial studies starting out using prescribed 1D, stripe like or sinu-

soidal heterogeneities (Hadfield et al., 1992; Avissar and Schmidt, 1998) and then exploring the

effects of 2D prescribed surface fluxes (Shen and Leclerc, 1995; Raasch and Harbusch, 2001; Liu

et al., 2011). Subsequently, LESs with coupled land surface model (LSM) were used to study

the coupling between surface heterogeneities and vertical structure of the Convective Bound-

ary Layer (CBL) (Albertson et al., 2001; Kustas and Albertson, 2003; Courault et al., 2007).

Patton et al. (2005) studied the effects of surface heterogeneity length scales relative to the

boundary layer height using idealised stripe-like heterogeneities in a coupled LES-LSM without

any imposed mean wind. They found the strongest ABL response to surface heterogeneities for
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heterogeneity scales ranging from 4 to 9 times zi. Courault et al. (2007) reported that smaller

scale heterogeneities (1.25 to 5 km) with horizontal wind speeds of 3-4 m s−1 can generate

secondary circulations along surface thermal and soil moisture gradients. Prabha et al. (2007)

studied the secondary circulation characteristics over irregular surface heterogeneities with pre-

scribed surface fluxes derived from remote sensing and eddy covariance (EC) measurements, 2

m s−1 imposed winds with varying directions, and periodic boundary conditions. They report

that the orientation of surface heterogeneities with respect to geostrophic wind, the horizontal

scale and amplitude of surface heat flux gradients strongly influence the strength, location and

organisation of secondary circulations.

However, as noted in Chapter 3, Sect. 3.1, modelling studies that investigated the surface-

atmospheric coupling in a diurnally evolving boundary layer over realistic, irregular hetero-

geneities have been few. The CHEESEHEAD19 field campaign was designed to intensively

sample and scale land surface and the ABL properties as the study domain transitions from

late summer to early autumn. We have a comprehensive dataset at hand that allows us to

investigate the intensity of large-scale coherent structures and heterogeneity induced secondary

circulations. Spatially resolved airborne eddy covariance measurements revealed persistent con-

tributions of larger scale (in the range of meso-β to meso-γ ) fluxes to the daytime sensible and

latent heat fluxes Paleri et al. (2022). However, due to the large range of scales, diurnal nature

of surface sources and three-dimensionality of the problem, the drivers and constraints of the

underlying processes can be better studied by employing LES.

Building on the CHEESEHEAD19 LES validation study in Chapter 3 we ask, whether diag-

nosing and quantifying surface heterogeneity induced circulations and scale-separated transport

can help observe the “true” transport ? And following through, how do the effects of these
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heterogeneity induced circulations vary over the diurnal cycle and across seasons, with changing

atmospheric boundary layer height (zi) and stabilities? How do their effects scale with the

length scales of surface heterogeneity and the boundary layer height? In line with our research

questions, we hypothesise that surface flux heterogeneity modulates the atmospheric boundary

layer response to it by inducing quasi-stationary coherent structures that transition from roll

vortices to cellular structures as the boundary layer becomes more convectively unstable.

To answer these questions, we parameterised, ran and evaluated our LES over CHEESEHEAD19

field experiment domain and then diagnosed it to identify secondary circulations induced by the

heterogeneous land surface through time and ensemble averaging as per the formulations of

Maronga and Raasch (2013a). Their diurnal evolution in free and forced convective boundary

layers as the land surface undergoes seasonal transition is discussed. And in turn, how do they

interact with transport and dynamics of the atmospheric boundary layer.

4.2 Methods

4.2.1 Diagnosis Of Secondary Circulations

MR13 used time and ensemble averaging to isolate the effects of surface heterogeneities and keep

the signal from the primary background turbulence small to determine secondary circulation

patterns over heterogeneous surface forcing. We used a similar approach with our ensemble LES

runs over the CHEESEHEAD19 study domain.
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4.2.1.1 Calculating Heterogeneity Induced Mesoscale Fluxes

Any 3D quantity Φ(x, y, z, t) over a heterogeneous domain, can be decomposed to a heterogeneity

induced and smaller scale turbulent components as (Maronga and Raasch, 2013a; Patton et al.,

2005):

Φ(x, y, z, t) = ⟨Φ⟩(z, t) + Φhi(x, y, z, t) + Φs(x, y, z, t) (4.1)

Where ⟨.⟩ denote horizontal domain spatial averages, the subscript hi denotes the heterogeneity

induced part and subscript s denotes the small scale turbulent part. This lets us calculate the

heterogeneity induced part Φhi using time and ensemble averaging as:

Φhi(x, y, z, t) =
˜Φ(x, y, z, t)− ˜⟨Φ(z, t)⟩, (4.2)

where the .̃ denote ensemble averages and .̄ denote a time average. MR13 and Patton et al.

(2005) used fixed 1 hour intervals and MR13 used 8 ensembles for their study. MR13 notes

that, when the mean statistical properties of the flow remain the same over the ensemble runs,

the second term on the right of Equation 4.2 remains the same over ensemble averages to give:

Φhi(x, y, z, t) =
˜Φ(x, y, z, t)− ⟨Φ(z, t)⟩ (4.3)

Horizontal averaging of Equation 4.3 gives ⟨Φhi(x, y, z, t)⟩ = 0, so that Φhi(x, y, z, t) gives the

surface heterogeneity induced spatial variation from the domain mean state for the averaging

time interval.
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Equipped with such a scale separation, we can decompose the domain mean total vertical flux

of Φ(x, y, z, t) as (Eq. 9 in Chen and Avissar (1994), Eq. 16 in MR13) :

⟨wΦ⟩(z) = ⟨w⟩⟨Φ⟩(z) + ⟨whiΦhi⟩(z) + ⟨wsΦs⟩(z) (4.4)

The first term on the r.h.s of Equation 4.4 is the mesoscale flux associated with the imposed

large scale flow, the second term is the domain mean mesoscale flux induced by land surface

heterogeneities and the third term is the simulated turbulent scale fluxes. Since we are not

interested in the fluxes due to the imposed large scale forcings, their contributions as per term

1 was removed while writing out half hourly averaged data outputs.

4.2.1.2 Calculating The Domain Mean Dispersive Fluxes From Secondary Circu-

lations

Dispersive fluxes arise from the spatial correlation of temporal averages (Wilson and Shaw, 1977;

Raupach and Shaw, 1982). Spatially averaging the temporally averaged equations of motion

gives rise to such additional Reynolds stress terms and likewise for temperature and moisture

budgets (Eq. 7, Raupach and Shaw (1982)). Hence, by definition, these fluxes would not be

measured by single-point, conventional Edyy Covariance (EC) tower measurements. However,

the total spatial covariance across a domain is given by the sum of the dispersive covariance

and the single-point time averaged covariance (Raupach and Shaw, 1982),

⟨w′′Φ′′⟩(z) = ⟨w′′Φ
′′⟩(z) + ⟨w′Φ′⟩(z) (4.5)
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where ′′ indicate a deviation from a spatial mean.

This dispersive flux contribution to total flux transport arise from the turbulent organised

structures over homogeneous surfaces as well as quasi-localised thermally induced mesoscale

structures. Here the domain mean dispersive flux profiles at all vertical grid point is calculated as

the spatial covariance between 30-minute averaged vertical velocity and the 30-minute averaged

variable of interest Φ(x, y, z) like so:

⟨w′′Φ
′′⟩(z) = 1

nx× ny

nx∑
1

ny∑
1

(w(x, y, z)− ⟨w⟩(z))(Φ(x, y, z)− ⟨Φ⟩(z)) (4.6)

4.2.2 Data Analysis

In this study, we focusing on the simulated data from the Child01 model domain (3.2.2.2). The

daytime data during 23 August and 24 September simulations are analysed, when all of the

ABL was fully resolved within the Child01 model.

The ABL height field was calculated as the local maximum of the dθ(x, y)/dz following Sullivan

et al. Sullivan et al. (1998). The domain mean boundary layer height, ⟨zi⟩ was then calcu-

lated from these 2D fields. We use the zi computed by this local-gradient method over the

heterogeneous domain for scaling purposes, as suggested by MR13.

Spectrograms can be used to understand how spectral energy is partitioned between different

scales of motion in the resolved flow field at different heights. They have been used to study the

scale decomposition of LES simulated resolved scale flows over idealised surface heterogeneities

(Brunsell et al., 2011; Margairaz et al., 2020). 2D Fourier power spectra and/or cospectra were

calculated for all the fields analysed at heights starting from 60 m above the surface, till the
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domain mean zi. This ensured that the near surface fields are above the maximum canopy height

and that the SGS contributions to the resolved scale flows are minimal. Since the Child01 model

domain is rectangular at 30.240 km × 27 km, the southernmost 3240 m of the domain were

excluded to create 27 km × 27 km square fields for input data. The 2D power spectra were

azimuthally averaged over shells of radial bins of wavenumbers to compute the representative

1D power spectra at each model height analysed. The power spectra were then normalised by

the total power at each vertical level, to pick out the dominant scales at each height.

4.3 Results

4.3.1 Atmospheric Boundary Layer Characteristics

Figure 4.1: 30-minute, horizontal domain-mean Obukhov length (a,b, −L presented) and zi
(c,d) for 08/23 (a,c) and 09/24 (b,d) runs from Child01 model

For the 23 August and 24 September day-time simulations we look at the ABL evolution and

compare their wind shear vs buoyancy driven nature, using data from the Child01 model. The

Obukhov length (Obukhov, 1946; Monin and Obukhov, 1954) was calculated for the Child01

model as L = −u3∗θ0/kgQ0. Here, u∗ is above-canopy friction velocity at 36 m ; g/θ0, the

buoyancy parameter where g is the gravitational acceleration and θ0 the horizontal domain mean
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Figure 4.2: a,b : daytime 30-minute − zi
L plots for 08/23 and 09/24 Child01 simulations.

Simulated, domain averaged above-canopy heat flux time series for 08/23 (c) and 09/24 (d) at
36 m above surface from Child01 model.

above-canopy potential temperature at 36 m; k the von Kármán constant = 0.4 and Q0 the

calculated above-canopy kinematic vertical heat flux (w′θ′) at 36 m. Since L has units of length,

a non-dimensional stability parameter − zi
L , can be defined with values close to 0 indicating a

statically neutral, wind shear-driven, forced convective ABL and as the value increases, the ABL

becomes more buoyancy-driven, free convective and statically unstable (Stull, 1988; Moeng and

Sullivan, 1994).

On 23 August from 0800-1600 CDT as the simulated day-time ABL grows and decays, 30-minute

−L ∈ [20, 60] m (Fig. 4.1 a). The fully developed CBL has domain-mean, half-hourly averaged

zi = 1500 m, which was also the ABL height seen in the radiosonde measured θ profile at 1300

CDT on 23 August (Fig. 3.4). For the 24 September simulations, from 0900-1400 CDT as the



116

ABL evolves, half-hourly −L ∈ [81, 385] m. The simulated ABL is also shallower than the 23

August simulations, with maximum zi= 800 m at 1300 CDT (as was also seen in the profile

comparisons at 1300 24 September in Fig. 3.4).

From 30-minute time series data for the 23 August simulations, −zi/L ∈ [1.8, 40] m for 0800-

1300 CDT and later in the afternoon −zi/L ∈ [40, 80] from 1330-1600 CDT. The simulated

domain mean total surface heat flux for 1000-1600 CDT was 535 W m−2 (Fig. 4.2 c) with a

domain-mean above-canopy wind speed of 2.25 m s−1 (Fig. 4.3). The intra-day variability and

range of values of −zi/L for the simulated ABL for 23 August indicate a more wind shear driven

forced convective ABL in the early morning hours (0800 - 1100 CDT) as the mixing layer starts

to grow and a free convective boundary layer later during the day that grows and fully develops

to 1500 m by 1300 CDT.

The range of values of −zi/L for the 24 September simulations are smaller than the 23 August

simulations, with −zi/L ∈ [0.4, 2.4]. The domain and time mean daytime surface heat flux from

1000 to 1600 CDT at 36 m was 326 W m−2 (Fig. 4.2 d) which was 209 W m−2 lesser than

the 23 August simulation. The domain mean boundary layer winds were also stronger, ranging

from 4.5 m s−1 at 1100 CDT to 7 m s−1 at 1330 CDT (Fig. 4.3). These values indicate that

the 24 September simulations have a wind-shear driven, forced convective ABL from 0900 to

1400 CDT, with a peak zi of 800 m around 1300 CDT.
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Figure 4.3: Simulated domain-mean horizontal-wind profiles for 23 August and 24 September.
30-minute averaged profiles for different times shown in different colours

4.3.2 Atmospheric Boundary Layer Organisation

Figure 4.4 shows the time-ensemble averaged zi horizontal cross-sections normalised by ⟨zi⟩ for

the Child01 model. The cross-sections were produced using 30-minute averages and 8 ensemble

runs. On 23 August morning, the boundary layer winds were easterly and the zi cross-section

plot at 1100 CDT (Fig. 4.4 a) show some signals of roll like convection that are oriented West-

East of the model domain. Smaller than domain mean zi values are seen near the lake to the

north, due to colder temperature of the lake surface. ABL heights are also shallower at the

southern edge of the domain as well, (around y ∈ [0, 5000] m & x ∈ [5000, 20000] m). In the

afternoon, the fully developed CBL at 1400 CDT (Fig. 4.4 b) has lower spatial gradients, with

most of the spatial variations within 0.88⟨zi⟩-1.12⟨zi⟩. Within this range, the CBL was higher

to the west of the model domain and lower to the east. The lower than domain mean zi around

the lake to the north can also be seen in the 1400 CDT zi horizontal cross-section.
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Figure 4.4: x-y cross sections of time-ensemble averaged zi, normalised by ⟨zi⟩ for 08/23 (a)
1100 CDT and (b) 1400 CDT; 09/24 (c) 1100 CDT and (d) 1300 CDT

Looking at the zi horizontal cross-sections of 24 September simulations of a forced convective

ABL, signals of roll-like convection aren’t as distinct as in the ensemble and time averaged zi

plots of 23 August 1100 CDT simulations. At 1100 CDT 24 September, with northerly winds,
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the shallower zi at the southern edge (x ∈ [5000, 14000] m) are elongated along-wind. In the

afternoon, at 1300 CDT, the zi variations occur at larger scales but around the same range of

0.8⟨zi⟩-1.2⟨zi⟩.

4.3.2.1 Spatial Structure of Diagnosed Heterogeneity Induced Secondary Circula-

tions

Figure 4.5: (a,b) show the 3D isosurfaces of heterogeneity induced 30-minute averaged vertical
wind for the 08/23 magnitudes at 0.3 m s−1. c,d show the same for 09/24, magnitudes of 0.25

m s−1



120

The ensemble averaging method as detailed in Section 4.2.1 lets us filter out signals of ABL

turbulence and diagnose signals of land surface heterogeneity induced coherent ABL structures.

Since the structures can span all of the ABL, the heterogeneity induced vartical wind, whi can

be a good measure for the strength and phenomenology of heterogeneity induced secondary

circulations (Maronga and Raasch, 2013a). Isosurfaces of whi = ±0.3 m s−1 at 1100 CDT and

1400 CDT on 23 August and whi = ±0.25 m s−1 at 1100 CDT and 1300 CDT on 24 September

are presented in Figure 4.5. The isosurfaces are presented for the same 30-minute intervals as

the zi plots in Figure 4.4.

23 August had north-easterly changing to easterly above-canopy winds with a mean magnitude

of 2.25 m s−1 from 0800 to 1600 CDT. At 1100 CDT, the heterogeneity induced structures are

elongated along-wind and extend almost the whole length of the domain (Fig. 4.5 a) ≈ 27000

m. Later in the day as the CBL grows and −L decreases, the structures become more localised

to land surface features (Fig. 4.5 b). At 1400 CDT on 23 August, towards the North-East of

the domain a standing circulation can be seen near the lake-forest edge (Fig. 3.1). Towards the

South-East of the domain, where there are more grasslands (Fig. 3.1) and the CBL is shallower

(Fig. 4.4 b), the circulations become more patchy and smaller in spatial scale at 1400 CDT.

The east-west oriented morning updrafts at 1100 CDT look well correlated with the higher zi

regions centred around y = 15000 m. Regions around the lake near the North East sector of the

domain with lower zi don’t generate strong circulation patterns yet at 1100 CDT. The afternoon

free convective ABL with lower spatial gradients of zi has more localised structures of smaller

spatial scales. The longest continuous structure at 1400 CDT is to the North West, with higher

than domain mean zi (Fig. 4.4) at y ≈ 25000 m, from x = 0 to x ≈ 15000 m.

24 September had northerly above-canopy winds of mean magnitude 3.5 m s−1 from 0900 to
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1400 CDT. The forced convective ABL with stronger near-surface winds than 23 August show

signals of persistent roll-like heterogeneity induced circulations but they are weaker than what

was diagnosed from the 1100 CDT 23 August simulations (Fig. 4.5 c). The signals get stronger

later in the day at 1300 CDT, along with the growth of the mixed layer. The roll-like circulations

are roughly aligned along the boundary layer winds. Both at 1100 and 1300 CDT, there are

no discernable signals of the heterogeneity induced circulations in the zi cross-section plots

(Fig. 4.4 c, d) as seen in the 1100 CDT 23 August simulations. However, zi calculated as the

height of minimum kinematic heat flux shows stronger signals of secondary circulations and

heterogeneity induced secondary circulations (Sect. 4.4) indicating the strong role of mixed

layer top entrainment.

Figure 4.6 shows the vertical profiles of spatial variances for heterogeneity induced horizontal

wind, vertical velocity, potential temperature and water vapour mixing ratio (σ2
h.windhi

, σ2
whi

,

σ2
θhi

, σ2
qhi

) for 23 August (a, c, e, g) and 24 September (b, d, f, h) simulations. The variance

profiles show the same characteristics as primary circulations, as was also reported in Maronga

and Raasch (2013a). During 23 August the σ2
whi

peaks around the middle of the free convective

ABL (Fig. 4.6 d). The peak value is lower at 1000 CDT (0.16 m2 s−2), increases at 1100 CDT

and stays almost constant (≈ 0.3 m2 s−2 ) as both the CBL height and w∗ increases. The

profiles of σ2
θhi

have higher near surface values from 1000-1300 CDT. Close to the surface the

profiles at 1000 and 1100 CDT show a peak around the PCM top at 36 m. The profiles peak

again at the CBL top, which gets more prominent and narrower from 1300 to 1500 CDT as

the ABL becomes more free convective. The σ2
qhi

profiles behave similarly sans the near surface

peaks. They peak near the CBL top and the magnitude of the peak is the highest at 1100 CDT

at 0.8 g2 Kg−2, which keeps reducing then on till 1500 CDT as the CBL dries up (Fig. 3.5).
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The profiles of σ2
h.windhi

have near surface (around 0.1zi) and near CBL top peaks due to the

horizontal outflows in the overturning heterogeneity induced circulations as one would expect

in turbulent organised structures (Stull, 1988). The peaks at the CBL top indicate that the

circulations extend throughout the CBL height. Furthermore, the near surface and CBL top

peaks are at their maximum in the late afternoon at 1500 CDT, at 0.4 m2 s−2 and 0.8 m2 s−2

respectively.

During the wind shear driven ABL simulation for 24 September, the spatial variances exhibit

similar variations as the 23 August profiles. Here, the σ2
whi

peak magnitudes are smaller (Fig.

4.6 f) reflecting the weaker circulations. These profiles show signals of the structures as early

as 0900 CDT in the morning (not shown here). For σ2
θhi

too a clear signal for a peak near ABL

top isn’t seen until 1200 CDT. The ABL top peaks are less narrow than the 23 August values,

indicating the stronger role of entrainment in modulating ABL organisation and transport (Sect.

4.3.2.2 and 4.2). The afternoon profile at 1330 CDT shows the same order of peak magnitude

≈ 0.5 K2 as the 1500 CDT profile for 23 August. The peak occurs higher in the boundary layer

at ≈ 1.3 zi. Likewise, the σ2
qhi

peak at the ABL top is wider than the same for 23 August. The

afternoon peak value at 1330 is also higher than morning value at 1100 CDT, increasing from

0.2 g2 Kg−2 to 0.7 g2 Kg−2 as the near surface moisture values rise during the day (Fig. 3.4,

3.8). The ABL top peak in the moisture variance profiles occur around the same height as the

temperature variance profiles ≈ 1.3zi. Profiles of σ
2
h.windhi

have a peak only near the ABL top

(Fig. 4.6 h). However, for the north-south aligned roll-like heterogeneity induced circulations,

variance of the u component of horizontal wind, σ2
uhi

is larger than that of the v component,

σ2
vhi

and has a higher and distinct near surface peak.
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Figure 4.6: Vertical profiles of spatial variance of w, u,v, theta and q for Aug 23. Variances
were calculated for 30-minute means. They are presented for every hour from 10:00 to 15:00
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4.3.2.2 Impact of Heterogeneity Induced Secondary Circulations on Boundary

Layer Transport

Figure 4.7: Domain mean, half-hourly averaged turbulent, dispersive and heterogeneity in-
duced vertical kinematic heat and moisture flux profiles from Child01 model. Each column
shows different times during 23 August (a-c) and 24 September (d-e) simulations. Profiles are
normalised by the domain mean total surface fluxes at 60 m height (where the sub-grid contri-
butions are near zero). First row shows kinematic heat flux profiles and the second row moisture

fluxes

There are persistent flux contributions from heterogeneity induced circulations throughout the

ABL for the 23 August and 24 September simulations (Fig. 4.7). Sühring and Raasch (2013)

and MR13 also report the effects of heterogeneity induced circulations reaching till the mixed

layer top in their simulations of the LITFASS field experiment. For the 23 August simulations,

the percentage contribution from dispersive fluxes and their heterogeneity induced component

are higher for the moisture flux than the heat flux, reflecting the surface heat flux partitioning

of the smaller-scale turbulent fluxes (Fig. 3.10). Latent heat flux magnitudes are higher than

the sensible heat fluxes across scales. Airborne flux measurements over the study domain during
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the field campaign also reported similar latent and sensible heat flux partitioning across scales

Paleri et al. (2022).

Moisture flux profiles at 1100 and 1200 CDT for 23 August indicate that the ABL humidity is

controlled more by entrainment of drier air from above the mixed layer top than the surface

fluxes. At 1100 CDT, the entrainment fluxes of mixing ratio are almost twice as large as

the surface fluxes. The maximum contribution from dispersive moisture fluxes to the total

fluxes, with respect to surface fluxes, also occurs during this entrainment driven regime at

1200 CDT and around 0.6zi when they are 60% of the surface flux values (Fig. 4.7 b). Most

of this dispersive flux is heterogeneity induced, which is 40% of the surface flux values. The

ABL moisture changes to a surface flux driven regime later as seen in the 1400 CDT moisture

flux profiles (Fig. 4.7 c). As the ABL continues to grow and becomes more free convective

during the day, the peak in the dispersive moisture flux profile at 0.6zi becomes less pronounced

and is shifted closer to the ABL top to around 0.8zi. Near the CBL top most of the flux

contribution to moisture transport is due to these dispersive fluxes. The near surface dispersive

fluxes contribution to kinematic heat and moisture fluxes remains around 10-15% of the total

surface fluxes for 1100,1200 and 1400 CDT. The heterogeneity induced heat and moisture flux

profiles have their maximum values at different heights above the surface. The dispersive flux

contributions from heterogeneity induced circulations decrease with increasing w∗, as turbulent

convective updrafts get stronger (Fig. 4.2). For the heat fluxes, the heterogeneity induced or

dispersive flux contribution for the entrainment fluxes remain low throughout the day.

The H profiles for 24 September simulations show higher mixed layer top entrainment fluxes in

the wind shear-driven, forced convective ABL (Fig. 4.7 d,e). The moisture and heat flux profiles

at 1100 CDT show a near surface gap because the zi = 260 and with surface = 60 m a.g.l, the
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lowest value for z/zi ≈ 0.16. For H profile at 1200 and 1300 CDT, the secondary circulations

contribute 10-15% of the total surface transport. The mixed layer top entrainment has more

impact over the heat flux profiles than the moisture flux profiles as compared to the 23 August

simulations. At 1300 CDT when the forced convective ABL is at its maximum height, the per-

centage contribution from H entrainment fluxes are higher than the fully developed 23 August

buoyancy driven CBL values. However, the moisture flux profiles for 1100, 1200 and 1300 CDT

indicate a mixed regime, not entirely surface or entrainment driven. The dispersive (and their

heterogeneity induced components) moisture flux fractional contributions remain low and are

smaller than the 23 August simulations throughout the day. There exists heterogeneity induced

flux contributions throughout the ABL as was the case for the free convective simulations. How-

ever, the near surface contributions are low, 0-5% for both heat and moisture fluxes throughout

the day. The maximum domain mean contributions from dispersive fluxes are never more than

≈ 25% of surface turbulent fluxes. Turbulent fluxes dominate the surface-atmospheric transport

for these runs.

4.3.3 Scale analysis

In this section we investigate the relationships between length scales of heterogeneous surface

temperature and moisture fields and the simulated atmospheric properties. For our diurnal

simulations, Sect. 4.3.3.1 presents the time series of the dominant characteristic surface hetero-

geneity length scales. In Sect. 4.3.3.2 we present the normalised spectrograms of the instan-

taneous atmospheric fields, to explore the scale resolved contribution to the resolved flow field

and their relationship to the dominant surface scales with respect to the boundary layer height,

as the ABL evolves and becomes more free convective. We specifically look at the heterogeneity
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induced circulations during the 23 August daytime simulations and also the covariance between

surface fluxes and heterogeneity induced atmospheric structures in Sections 4.3.3.3 and 4.3.3.4

4.3.3.1 Effective Surface Temperature and Moisture Heterogeneity Length Scales

The near surface characteristic temperature and moisture fields, θ∗ and q∗ were calculated from

the near surface kinematic heat and moisture flux fields like so:

θ∗ = (
w′θ′0
u

), q∗ = (
w′q′0
u

),

where w′θ′0 and w′q′0 are the near surface resolved scale turbulent kinematic heat and moistue

fluxes, and u is a velocity scale, chosen as w∗ for the convective 23 August simulations and u∗

for the wind shear driven 24 September simulations. The surface flux data was calculated as

the sum of the LSM flux output and the vertically integrated canopy heat flux from the PCM.

Effective horizontal heterogeneity length scales for the study domain were calculated following

Panin and Bernhofer (2008). Power spectra for the 2D θ∗ and q∗ fields were calculated in the x

and y directions, and the length scales with maximum power were identified as lx and ly. This

gives characteristic length scales in the x and y directions as Lx = 1/2(lx) and Ly = 1/2(ly).

The effective heterogeneity length scale was then calculated as Leff =
Lx+Ly

2 .

In the 23 August runs, the effective thermal heterogeneity length scale, Leff
θ remains almost

constant throughout the day from 1000 to 1600 CDT, with a maximum value of 4400 m (Fig.

4.8 a). The effective moisture heterogeneity length scale Leff
q values for the same runs peak at
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1030 CDT at 5500 m, decreasing to 5000 m at 1200 CDT and then stay the same throughout

the day. The Leff
θ and Leff

q values in the fully developed CBL (from 1300 CDT) differ by ≈

600 m. For the 24 September runs from 1000 to 1400 CDT, Leff
θ and Leff

q values are closer to

each other for most of the time (Fig. 4.8 b), with no significant trends. The mean Leff
θ = 4377

m during this time period and the mean Leff
q = 4688 m. The magnitudes of Leff

q and Leff
θ

reflect the Bowen ratio patterns for the near surface fluxes during the August and September

test cases (Fig. 4.2 c, d).

Figure 4.8: Effective Surface heterogeneity length scales for a) 23 August and b) 24 September
simulations. Calculated from the surface sensible (in red) and latent (in blue) heat fluxes. The
surface fluxes were normalised by w∗ for 23 August values and u∗ for the 24 September values

4.3.3.2 Length Scales of Instantaneous Atmospheric Fields

To investigate the constituent scales of motion in the resolved flow field, we investigate spectro-

grams (Sect. 4.2.1) of simulated atmospheric properties during the 23 August and 24 September

simulations.

In Figure 4.9 we present spectrograms of azimuthally averaged and normalised 2D power spectral

densities on 24 August runs for the instantaneous fields of w, theta and q in columns i, ii and



129

iii respectively and cospectra of w and theta in column iv and and the cospetcra of w and q in

column v. The spectrograms calculated for the wind shear driven boundary layer at 1100 CDT,

with − zi
L = 11, are presented in the first row (a) and those for the convective boundary layer

at 1400 CDT, with − zi
L = 51, are presented in the second row (b). The spectrograms presented

are the ensemble mean snapshots from all 8 ensemble members of both the IOP simulations.

At 1100 CDT, with ⟨zi⟩ = 657 m, both Leff
θ and Leff

q are ∼ 10⟨zi⟩. Later during the day as the

boundary layer grows and a well mixed CBL develops at 1400, the length scales scale as 3⟨zi⟩.

Figure 4.9: Spectrograms of azimuthally averaged and normalised 2D power spectral densities
for the instantaneous atmospheric properties at a) 1100 CDT and b) 1400 CDT for the 23 August
simulations. x-axis values are the wavelengths normalised by the domain mean zi and y-axis is
the vertical distance from the surface normalised by domain mean zi. The dashed vertical red
line represents the Leff

θ and the dashed vertical blue line represents the Leff
q from Fig. 4.8.

Columns i, ii and iii show the spectra for w, θ q and columns iv and v show the cospectra for
w and θ; w and q respectively. The spectrograms are averaged over the 8 ensemble runs

The w spectrograms at 1100 and 1400 CDT (Fig. 4.9 a.i, b.i) show two pectral peaks, the first

near the surface in the surface layer of the ABL and the second higher up in the boundar layer,

at heights 0.4⟨zi⟩ and above at 1100 CDT and around 0.5⟨zi⟩ at 1400 CDT. Near the surface,

smaller scale eddies contribute the most for the vertical velocity fluctuations. At 1100 CDT, at

0.1⟨zi⟩ they ∼ 0.5⟨zi⟩. At 1400 in the CBL, these near surface eddies with the most spectral

power become smaller with respect to ⟨zi⟩ and scale as 0.2⟨zi⟩ - 0.3⟨zi⟩. However, considering
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the ABL growth from 1100 to 1400, their absolute magnitudes remain ≈ 300 m. The secondary

peak in the w spectra is more focused around 0.5⟨zi⟩ at 1400 while at 1100 it extends from

0.4⟨zi⟩ - ⟨zi⟩.

The spectrograms for the scalar spectra of θ (Fig. 4.9 a.ii, b.ii ) and q (Fig. 4.9 a.iii, b.iii )

are qualitatively similar, with most of the power at all heights in the largest of scales, that also

scale as Leff
θ and Leff

q . The spectrograms for the cospectra of w and θ (Fig. 4.9 a.iv, b.iv )

and q (Fig. 4.9 a.v, b.v ) are also qualitatively similar. At 1100 CDT both the cospectra show

higher powers at wavelengths ∼ 3⟨zi⟩, which extend throughout the boundary layer height. This

reflects the larger scale contribution seen in the w spectra in Fig. 4.9 a.i and the dispersive flux

contributions in Fig. 4.11. At 1400 CDT, eddies with higher powers are still found in scales ∼

3⟨zi⟩, moreover they are also of the same order of magnitude as Leff
θ and Leff

q . These larger

scale eddies contribute the most to the wθ cospectra at 0.5⟨zi⟩. The wq cospectra show strong

contributions from the larger scale eddies from almost 0.1⟨zi⟩ to 0.8⟨zi⟩. In our simulations for

23 August, smaller scale boundary layer eddies contribute more for the ABL top entrainment

in the well mixed CBL at 1400 CDT than the morning boundary layer at 1100 CDT.
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Figure 4.10: Same as Fig. 4.9, but for the 24 September simulations.

Figure 4.10 shows the spectrograms for the instantaneous atmospheric fields for the 24 Septem-

ber simulations. The spectrograms calculated at 1100 CDT, with − zi
L = 1.9, are presented in

the first row (a) and at 1300 CDT in the afternoon, with − zi
L = 2.5, are presented in the second

row (b). The spectra and cospectra show similar patterns as the 1100 CDT spectrograms for

23 August.

At 1100 CDT the w spectra show higher powers in smaller wavelengths ∼ 0.8⟨zi⟩ closer to the

surface (Fig. 4.10 a.i). Towards the ABL top, slightly larger scale eddies ∼ ⟨zi⟩ contribute more

to the power spectra, indicating the role played by larger scale eddies in the entrainment fluxes

in the shear driven ABL. At 1300 CDT, the eddies with most energy near the surface become

smaller relative to the ⟨zi⟩, at ∼ 0.4⟨zi⟩. The absolute magnitudes of their length scales remain

of the same order, at ≈ 300 m. Concurrently the eddies at the ABL top with the most energy

become larger with respect to ⟨zi⟩, scaling ∼ 3⟨zi⟩ than their 1100 CDT counterparts.

The θ (Fig. 4.10 a.ii, b.ii ) and q (Fig. 4.10 a.iii, b.iii ) spectra are similar to the 23 August

simulation results, with most of the power at all heights in the largest of scales, that also scale as

Leff
θ and Leff

q . The cospectra for w,θ and w,q at 1100 CDT (Fig. 4.10 a.iv, a.v) show spectral
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peaks that reflect contributions from the w spectra and the θ, q spectra. The cospectra show a

lower wavelength peak near the surface and a higher wavelength peak near ⟨zi⟩, similar to the

w spectra. They also show another peak near 0.5⟨zi⟩ at longer wavelengths ∼ 0.8⟨zi⟩, which

would be the contributions from the θ and q structures.

At 1300 CDT, the w,θ cospectra (Fig. 4.10 b.iv) show higher powers for wavelengths at 3⟨zi⟩

and 4⟨zi⟩, that extends from almost 0.2⟨zi⟩ till the ABL top. The w,q cospectra (Fig. 4.10 b.v)

show similar peaks at wavelengths ∼ 3⟨zi⟩ and 4⟨zi⟩. These peaks are stronger near the ABL

top and decrease towards 0.2⟨zi⟩. The cospectra also show another peak at larger wavelengths

∼ 10⟨zi⟩, indicating the low frequency contributions from q structures.

4.3.3.3 Length Scales of Surface Heterogeneity Induced Fluxes in the Convective

Boundary Layer

To examine the scale composition of the simulated heterogeneity induced fluxes, we analyse the

cospectra of whi, θhi and whi, qhi for the 23 August simulations, when the contributions from

the heterogeneity induced fluxes were substantial. Figure 4.11 presents spectrograms for the

cospectra at 1100, 1200 and 1400 CDT. Most of the cospectral powers were in wavelengths >

⟨zi⟩ and so the x-axis ranges were limited to reflect the same.
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Figure 4.11: Spectrograms of azimuthally averaged and normalised 2D power cospectral den-
sities of the surface heterogeneity induced a) w and θ and b) w and q for the 23 August
simulations. x-axis values are the wavelengths normalised by the domain mean zi and y-axis
is the vertical distance from the surface normalised by domain mean zi. Columns i, ii and iii
show the spectrograms at 1100, 1200 and 1400 CDT respectively. The solid vertical black line

represents Leff
θ and the solid vertical blue line represents Leff

q from Fig. 4.8

At 1100 CDT, the whi, θhi and whi, qhi cospectra show higher powers at wavelengths ∼ 5⟨zi⟩.

This scale is slightly smaller than Leff
θ , which scales as 7⟨zi⟩ and Leff

q , which scales as 8⟨zi⟩.

The whi, qhi cospectra show another double peak at smaller wavelengths that ∼ 1.5-2⟨zi⟩ that

extends from near the surface upwards till the ABL top. These would be contributions from

the whi structures in the flow (Fig. 4.15 a.i). These effects of the whi structures are lower in

the whi, θhi cospectra and the peak at 5⟨zi⟩ stands out, extending from almost 0.2⟨zi⟩ upwards

from the surface till ⟨zi⟩.

At 1200 CDT the cospectral structure of the fluxes are similar to the 1100 CDT patterns.

The spectral peak in the longer wavelengths still scales as 5⟨zi⟩ but now they also are of the

same order of magnitude as Leff
θ and Leff

q , which are ∼ 4⟨zi⟩. The peak in whi, θhi cospectra

shifts lower in the boundary layer at 0.3-0.4⟨zi⟩. The spectral peaks in whi, qhi cospectra have
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contributions throughout all of the CBL at 1200, with the smaller scale wavelengths at ∼ 1-

1.5⟨zi⟩ driving the surface fluxes and the larger scale eddies at ∼ 5⟨zi⟩ driving the entrainment

fluxes at the CBL top.

At 1400 CDT when the CBL is fully developed, the cospectral peaks and effective heterogeneity

length scales scale as 3⟨zi⟩. The cospectra for both whi, θhi and whi, qhi show contributions in

this scale throughout the CBL height. The vertical distribution of cospectral powers are in line

with the scale integrated picture of the domain-mean heterogeneity induced fluxes presented in

Fig. 4.7.

4.3.3.4 Surface Atmospheric Interactions

To explore the response of boundary layer structures to surface heterogeneities, we calculated

spectrograms for the cospectra of surface fluxes (wθ0 and wq0) with the heterogeneity induced

atmospheric structures, whi, θhi, qhi and the heterogeneity induced fluxes whiθhi, whiqhi for the

23 August simulations.
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Figure 4.12: Spectrograms of azimuthally averaged and normalised 2D power cospectral den-
sities of the surface heterogeneity induced a) w and θ and b) w and q for the 23 August
simulations. x-axis values are the wavelengths normalised by the domain mean zi and y-axis
is the vertical distance from the surface normalised by domain mean zi. Columns i, ii and iii
show the spectrograms at 1100, 1200 and 1400 CDT respectively. The solid vertical black line
represents the dominant θ∗ length scale and the solid vertical blue line represents the dominant

q∗ length scale from Fig. 4.8

Figure 4.12 presents the cospectra of surface heat flux (wθ0) with whi, θhi and whiθhi at 1100

and 1400 CDT. At 1100 the wθ0, whi cospectra show spectral peaks at larger wavelengths from

2 to 7 times ⟨zi⟩ throughout the ABL height. The peaks at 2-3⟨zi⟩ are indicative of the whi

contributions seen in the Fig. 4.15 a.i. The cospectra of wθ0 with θhi and whiθhi at 1100 CDT

also show stronger contributions from the larger scales throughout the ABL (Fig. 4.12 a.ii,a.iii).

The wθ0, θhi cospectral peak is ∼ 9-10⟨zi⟩ and scales as the effective heterogeneity length scales.

The wθ0, whiθhi cospectra has a broader range of energy containing wavelengths, ranging from

2 to 10 times ⟨zi⟩, indicative of the cospectral power distribution for whi, θhi (Fig. 4.11 a.i)

At 1400 CDT, all of the cospectra considered show peaks at all heights at the same wavelengths

as Leff
θ and Leff

q and they ∼ 3 ⟨zi⟩. Near surface, the wθ0, whiθhi cospectra at 1400 CDT show
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powers in smaller wavelengths ∼ 0.6⟨zi⟩ than the 1100 CDT cospectra. This arises becasue, at

1400 CDT the whi structures tend to become smaller scale than their early morning counterparts

and more localised (Figures 4.5 b, 4.15 b.i).

Figure 4.13: Spectrograms of azimuthally averaged and normalised 2D power cospectral den-
sities of the surface heterogeneity induced a) w and θ and b) w and q for the 23 August
simulations. x-axis values are the wavelengths normalised by the domain mean zi and y-axis
is the vertical distance from the surface normalised by domain mean zi. Columns i, ii and iii
show the spectrograms at 1100, 1200 and 1400 CDT respectively. The solid vertical black line
represents the dominant θ∗ length scale and the solid vertical blue line represents the dominant

q∗ length scale from Fig. 4.8

Similar to the cospectra of the surface heat flux with the heterogeneity induced fields, the

cospectra of surface moisture flux (wq0) with whi, qhi and whiqhi show a broader range of

energy containing eddy length scales at 1100 CDT and a tighter range at 1400 CDT, around

the effective heterogeneity length scales (Fig. 4.13). The cospectral peaks extend throughout

the ABL, indicating surface atmospheric coupling in the larger scales throughout the boundary

layer height.
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4.4 Discussion

Our first question was, whether diagnosing and quantifying these circulations and their as-

sociated surface flux transport can help observe the “true” transport across a heterogeneous

domain? Time-ensemble averaging of the 3D LES data, following Maronga and Raasch (2013a),

allowed us to separate the signals of land surface heterogeneity induced secondary circulations

(Fig. 4.5) from the signals of turbulent organised structures and background ABL turbulence.

Through this approach we calculated the domain mean profiles of turbulent, dispersive (Sect.

4.2.1.2) and the heterogeneity induced contribution to the dispersive fluxes (Eq. 4.4, 4.5, Fig.

4.7). The near surface dispersive fluxes’ contribution to kinematic heat and moisture fluxes

remain around 10-15% of the total surface fluxes for both the 23 August and 24 September sim-

ulations. This contribution increases with height in the ABL. The calculated heat and moisture

flux profiles for our simulation setup indicate that there is a persistent, non-negligible surface

heterogeneity induced flux transport in shear and buoyancy driven ABLs.

Secondly, we asked how do the effects of these heterogeneity induced circulations vary over the

diurnal cycle and across seasons, with changing atmospheric boundary layer height (zi) and

stabilities? We found that the flux contributions from heterogeneity induced circulations are

substantial in buoyancy driven CBL with weaker boundary layer winds. The heterogeneity

induced flux partitioning between H and LE is reflective of the surface flux partitioning, with

LE dominating over H for 23 August and of the same order of magnitudes in the 24 September

simulations. This simulated dispersive flux partitioning is in line with the mesoscale fluxes

measured from near surface (100 m) airborne fluxes across the domain during the August and

September IOPs (Paleri et al., 2022).
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Finally, we questioned how do the effects of heterogeneity induced structures scale with the

length scales of surface heterogeneity and the boundary layer height? In Sect. 4.3.3 we found

that in the simulated wind shear driven boundary layers, the whi structures contribute towards

near surface transport of heterogeneity induced heat and moisture fluxes at wavelengths ∼ 2-

3⟨zi⟩. At the boundary layer top longer wavelengths that∼ 5⟨zi⟩ contribute the most towards the

entrainment due to heterogeneity induced fluxes. In the simulated convective boundary layers,

wavelengths ∼ 3 ⟨zi⟩ contribute towards most of the heterogeneity induced fluxes throughout

the boundary layer height. The calculated effective surface heterogeneity length scales are also

of the same order of magnitude, indicating a stronger surface-atmospheric coupling during the

more convective conditions.

The evolution and transitions of organised structures in the diurnally evolving free convective

turbulent boundary layer has not received much attention in literature (Salesky et al., 2017). In

our simulations, we see the heterogeneity induced secondary circulations starting to transition

from along-wind horizontal convective rolls to shorter length scale cellular structures around

1330 - 1400 CDT simulation time on 23 August when -zi/L ≈ 40 m. This value of ≈ 40 m is

higher than what has been reported in some of the previous observational and numeric studies

(Grossman (1982); Weckwerth et al. (1999); Salesky et al. (2017) ; -zi/L ≈ 15 − 25 m). The

delayed break down of roll-like structures in our simulations with respect to the prior reported

threshold could be due to the memory in the diel evolution of surface heat fluxes and boundary

layer winds in our simulations. LeMone et al. (2010b) reported observed roll-like organisation

from tower measured values of -zi/L = 49 m and LES values of 41 m. The transition from

horizontal rolls to cellular or disorganised local convection needs to be quantified by an objective

metric for linear organisation, like the Roll factor proposed by Salesky et al. (2017) which is a
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two-point correlation metric calculated in cylindrical coordinates.

During 23 August simulation, we found that the heterogeneity induced circulations become

more localised and also extend throughout the CBL height as the CBL grows and becomes more

free convective in the afternoon (1300-1500). LES studies with idealised 1 and 2 dimensional

heterogeneities have shown that heterogeneity length scales < zi would not have appreciable

effects on horizontally averaged vertical fluxes and moments of ABL turbulence statistics (Stoll

et al., 2020). Using their LES over irregular and unstructured heterogeneities with multiple

surface length scales, MR13 showed that smaller scales become less important with increasing

zi. AT 1500 CDT on 23 August the heterogeneity induced circulations on the western sector of

the model domain have longer length scales, compared to the circulations on the east-south east

sector (Fig. 4.14 b). Signals of these smaller scale circulations can be seen in the spectrogram

for whi at 1400 CDT, with higher powers in smaller wavelengths (Fig. 4.15 b.i) when compared

to the 1100 CDT spectra (Fig. 4.15 a.i). The rising, spatially bound secondary circulation

updrafts extend the local zi to greater than the domain mean values on the western edge of

the model domain (Fig. 4.14 a, ∼ y = 10 km to y = 25 km). A clear signal for the same can

also be seen on the eastern edge of the lake at the northern edge of the domain (Fig. 3.1).

These lake-induced circulations are established perpendicular to the mean easterly wind (≈ 2 m

s−1), consistent with previous LES studies with prescribed surface fluxes (MR13, Prabha et al.

(2007)).

The zi cross sections showed clearer signals of roll-like secondary circulations during the morning

ABL at 1100 CDT on 23 August when -zi/L = 10. However, the circulations grew taller (while

the heterogeneity induced vertical velocities remain at the same strengths, Fig. 4.6 d) as the

boundary layer became more free convective and well mixed later during the day. During the 24
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Figure 4.14: Time-ensemble averaged zi (a) and whi isosurfaces (b) for 1500 08/23. Time-
ensemble averaged zi calculated as the height of minimum sensible heat flux (c) and whi isosur-

faces for 1300 09/24 (d)

September simulations, the heterogeneity induced secondary circulations were much weaker (Fig.

4.6 h) due to the stronger boundary layer winds (reaching a mean value ≈ 7 m s−1 around 1200

CDT (Fig. 4.3) in the shear driven CBL. The circulations organised as rolls roughly along the

mean wind direction and remained so throughout the ABL life cycle. However, when the mixed

layer top was calculated as the height of minimum sensible heat flux, horizontal cross-sections of

zi showed clearer signals of the secondary circulations and the persistent heterogeneity induced
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circulations (Fig. 4.14, c, d). This suggests a coupling between mixed layer top entrainment,

ABL organisation and the land surface in forced convective ABLs as well (Sühring et al., 2014).

In their LES using an idealised chessboard-type heterogeneities Raasch and Harbusch (2001)

reported secondary circulations induced by surface heat flux patterns, even when the mean winds

were 7.5 m s−1, when the mean winds were aligned diagonally to the surface heterogeneities.

Figure 4.15: Spectrograms of azimuthally averaged and normalised 2D power spectral densi-
ties for the heterogeneity induced fields at a) 1100 CDT and b) 1400 CDT for the 23 August
simulations. x-axis values are the wavelengths normalised by the domain mean zi and y-axis
is the vertical distance from the surface normalised by domain mean zi. The solid vertical
black line represents the Leff

θ and the solid vertical blue line represents the Leff
q from Fig. 4.8.

Columns i, ii and iii show the spectra for w, θ q respectively. The spectrograms are averaged
over the 8 ensemble runs

Blending height is a conceptual framework used to denote the vertical limit of the influence of

surface heterogeneities on the atmospheric boundary layer (Mahrt 2000). The general formula-

tion for blending height, zblend can be expressed as

zblend = C(
v

U
)pLhetero,

as per Eq. 1 in Mahrt (2000). Here C and p are numerical coefficients usually taken as 1
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and 2 respectively, v a characteristic velocity such as u∗ or w∗, U a velocity scale such as the

mean wind and Lhetero a characteristic length scale of surface heterogeneities. Wood and Mason

(1991) derive a thermal blending height where the velocity ratio becomes
w′θ′sfc
UΘ0

with w′θ′sfc the

spatially averaged surface heat flux and Θ0 the averaged potential temperature. In their LES

parametric study over a range of surface roughness and characteristic length scales for neutrally

stratified ABL, Bou-Zeid et al. (2004) report that internal boundary layers downstream of

surface transitions reach blending height. In a follow-up study Bou-Zeid et al. (2007), they

validated their analytic formulations of an effective aerodynamic roughness length over 2D

squares of varying roughness for neutrally stratified ABL.

From their LES study of the LITFASS-2003 field campaign, Sühring and Raasch (2013) report

correlation between surface and atmospheric heat fluxes that extend throughout the boundary

layer, indicating that a blending height does not exist for their study domain. The heterogeneity

induced flux profiles reported by MR13 for their simulations also showed persistent contributions

throughout the boundary layer height. Our simulations of the CHEESEHEAD19 field campaign

also indicate the same, especially for the free convective summer time boundary layer. We see

substantial contributions from heterogeneity induced components throughout the ABL (Fig. 4.7,

Fig. 4.11 ). Heterogeneity induced flux contributions for the moisture fluxes in the simulations

for the CBL on 23 August have their maximum around 0.6zi at 1100 and 1200 CDT, while the

CBL humidity is dominated by mixed layer top entrainment. This peak moves further up in

the ABL later in the day at 1400 CDT as the boundary layer moisture profile is dominated by

surface fluxes (Fig. 4.7.

The conventional formulations for blending height is derived from linear scaling arguments

based on internal boundary layer (IBL) and footprint theory Mahrt (1996). Hence, such linear
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approximations would not be the best models for the atmospheric boundary layer over complex

surfaces with unstructured heterogeneity at multiple scales. For example, an idealised span-

wise heterogeneous (along-wind strips) surface can cause an internal boundary layer growth,

resulting in a blending height which would essentially be the top of the IBL and which can be so

modeled. However, with a more complex surface features and gradients, there could be internal

boundary layers within internal boundary layers and the surface-atmospheric flux at a height z

can have strong non-local upstream influences from multiple sources. Modeling that would not

be trivial and our simulations provide a snapshot of the mean state for such a scenario.

The LES study of Omidvar et al. (2020) identifies advection-dominated (plume) and convectively-

driven (bubble) regimes of surface influence on the vertical structure of ABL growth. They

categorise the secondary circulations in their LES with an idealised urban canopy into the two

regimes with scaling arguments based on w∗ of the urban (built-up) and rural areas, and the

bulk mean inflow speed (U). With sufficient heterogeneity amplitude and length scale, surface

effects can scale till the ABL top to impact entrainment and boundary layer growth (Sühring

et al., 2014; van Heerwaarden et al., 2014). Hence, modelling the effects of surface hetero-

geneities on the ABL would have to take into consideration, not only atmospheric flow fields,

but also the amplitudes and scales of surface gradients (Ovchinnikov et al., 2022). This calls for

scale aware parameterisation techniques for boundary layer transport in weather and climate

models, which could follow on the footsteps of the mosaic-tiling approaches (Avissar and Pielke,

1989). As a first order, linear approximation, one could disentangle the dominant modes of sur-

face heterogeneity and model their scale dependent contribution to vertical surface-atmosphere

transport specific to those scales and estimate the total transport as a linear combination of all

the dominant modes. The validity of such an approach needs to be investigated further with
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numerical simulations over multi-scale heterogeneities that resemble realistic field conditions.

Ghannam et al. (2017) discusses the non-local character of ABL turbulence in free convective

boundary layers. They give a concise review of the common modelling approaches that correct

for, or modify down-gradient diffusion approximations, such as Eddy-Diffusivity Counter Gra-

dient (EDCG) (Deardorff, 1972a; Troen and Mahrt, 1986; Holtslag and Moeng, 1991; Holtslag

and Boville, 1993), Transport Asymmetry (Moeng and Wyngaard, 1984, 1989; Wyngaard and

Brost, 1984; Wyngaard and Weil, 1991; Wyngaard and Moeng, 1992), Third Order Momen-

tum Parameterization (TOMP) (Canuto et al., 1994; Abdella and McFarlane, 1997; Gryanik

and Hartmann, 2002), and Eddy Diffusivity–Mass Flux (EDMF) (Siebesma and Cuijpers, 1995;

Siebesma and Teixeira, 2000; Siebesma et al., 2007). Models for convective mass flux in EDMF

approaches (Eq. 5 in Siebesma et al. (2007)) involve parameterisations for a mass flux along with

a convective up-draft model. Using consistent assumptions for sub-grid heterogeneity in land

surface schemes and convective mass fluxes (in Mass Flux based approaches such as EDMF) can

help in representing the sub-grid coupling between land surface and atmospheric heterogeneities

(Simon et al., 2021; Witte et al., 2022). Our findings about the surface and atmospheric hetero-

geneity length scales can help to inform such representations of surface-atmospheric coupling.

4.5 Summary and Conclusions

We performed coupled LES of the CHEESEHEAD19 field experiment days and then diagnosed

them to identify secondary circulations induced by the heterogeneous land surface through time

and ensemble averaging. We focused on the simulated daytime data during the 23 August and

24 September simulations, when all of the ABL was fully resolved in our Child01 model. Our
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coupled simulations reveal quasi-stationary and persistent heterogeneity induced secondary cir-

culations in the daytime ABL over the CHEESEHEAD19 study domain that span the entire

mixed layer height. We present their variation in time and space, through diurnal simulations of

two days in late summer (22, 23 August 2019) and two days in early autumn (24, 25 September

2019) CHEESEHEAD19 IOPs. The near surface dispersive flux contribution to both the kine-

matic heat and moisture fluxes are 10-15% of the total daytime surface fluxes for the CBL in

August simulations. In the wind shear driven September simulations with a near neutral ABL,

the near surface dispersive flux contribution to kinematic heat remains at 10-15% of total sur-

face fluxes while the dispersive moisture flux contributions are lesser than 5%. Our simulations

show persistent contributions from the surface heterogeneity induced fluxes throughout the at-

mospheric boundary layer for both the wind shear and buoyancy driven boundary layers. In the

convective boundary layer, wavelengths that scale as the effective surface heterogeneity length

scales at ∼ 3zi contribute the most to the heterogeneity induced transport. The present study

illustrates the role of ABL static stability (the relative role wind shear vs buoyancy), zi and

surface heterogeneity length scales in modulating the contributions from secondary circulations

induced by unstructured land surface heterogeneity.
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Chapter 5

Conclusion

5.1 Summary and Outlook

This study aimed to address the role of land surface heterogeneities in surface atmospheric

transport. Specifically, I wanted to study how unstructured land surface heterogeneities can

modulate the atmospheric boundary layer response to it. To this end, I used high resolution

airborne measurements and large eddy simulations of the CHEESEHEAD19 field campaign to

investigate the contributions from low-frequency landscape scale eddies to surface-atmospheric

fluxes. The Chequamegon Heterogeneous Ecosystem Energy-balance Study Enabled by a High-

density Extensive Array of Detectors 2019 (CHEESEHEAD19) was a field campaign designed

to intensively sample and scale the ABL response, surface energy balance and land surface

properties within a 10 × 10 km heterogeneous forested domain (that would fit within a ‘grid

cell’ of a weather/climate model ) in northern Wisconsin, USA (Butterworth et al., 2021). The

dataset provides an extensive set of scenarios to investigate my research questions and derive

principles from.

Airborne turbulence data were collected over a 30 km × 30 km study domain with the Univer-

sity of Wyoming King Air (UWKA) research aircraft. Three seven-day Intensive Observation

Periods (referred to as IOPs henceforth) were conducted during the experiment during each
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month from July to September when all the available field instrumentation were deployed si-

multaneously, to sample the shift in surface energy budgets and the associated boundary layer

response as the study domain shifts from a latent heat flux dominated late summer landscape

to a sensible heat flux dominated early fall landscape. For this study, the airborne turbulence

data at 100 m, above ground level was analysed.

Fully coupled large eddy simulations of two of the IOP days were performed using the PAral-

lelized LES Model (PALM) V 6.0 (Maronga et al., 2020b). The simulations were constrained

and initialised by land surface properties measured and collected as part of the field campaign.

Three one way nested models were setup centred around the US-PFa Ameriflux regional tall

tower. The simulations were driven by non periodic boundary conditions setup using the NOAA-

HRRRv4 data product averaged over a 49 × 50 km2 Parent domain to simulate the diurnal

cycles from 0000 CDT 22 August 2019 till 2000 CDT 23 August 2019 and from 0000 CDT 24

September 2019 till 2000 CDT 25 September 2019.

The following three subsections give a brief overview of the research questions posed and the

key findings for the same.

5.1.1 Landscape Scale Surface-Atmospheric transport in The Surface Layer

To begin with, I asked how do spatial scales of surface-atmosphere fluxes vary over heteroge-

neous surfaces across the day and across seasons? And what is the role of ABL stability and

land surface variability in modulating these surface atmospheric exchanges? With the working

hypothesis that persistent contributions of larger scale (in the range of meso-β to meso-γ) fluxes

to the daytime sensible and latent heat fluxes exist with diurnal and seasonal variations.
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Wavelet decomposition of airborne turbulent measurements collected during the CHEESE-

HEAD19 field campaign revealed low frequency surface-atmosphere fluxes with diurnal, sea-

sonal and spatial variations. We measured substantial mesoscale flux contributions at 100 m

a.g.l. During the August IOP, the mesoscale sensible heat flux contributions were 23% of the

total measured sensible heat fluxes and the mesoscale latent heat fluxes were 18% of the total

latent heat fluxes. In the September IOP these numbers were 14% and 28%. Examining the

probability density functions of the mesoscale fractions of the fluxes revealed that there is more

mesoscale transport in convectively driven boundary layers. The wavelet power spectra of the

fluxes also showed higher energies in larger wavelengths during the more convective boundary

layers in the August IOP.

Combining the spatially explicit airborne measurements, wavelet decomposition and the FLux

topography method of Mauder et al. (2008a) we created scale-separated surface flux maps

at 100 m, a.g.l. However, linking the low-frequency transport from airborne measurements

at 100 m to surface gradients is not trivial. For surface heat fluxes, the non-stationarity of

surface sources complicates any interpretation of causation. Nonetheless, the flux topographies

revealed persistent, spatially localised mesoscale contributions to the sensible and latent heat

fluxes, which would be missed by stationary, single-point tower measurements.

5.1.2 Evaluation of the CHEESEHEAD19 LES framework

Spatially resolved airborne eddy covariance measurements revealed persistent contributions of

larger scale (in the range of meso-β to meso-γ ) fluxes to the daytime sensible and latent heat

fluxes over the CHEESEHEAD19 study domain Paleri et al. (2022). However, due to the large
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range of scales, diurnal nature of surface sources and three-dimensionality of the problem, the

drivers and constraints of the underlying processes can be better studied by employing LES.

Hence, I asked whether a large eddy simulation can be used to evaluate mechanisms that generate

surface-heterogeneity induced mesoscale circulations in the diel ABL ? The hypothesis for this

study was that large eddy simulations, initialised with real-world surface heterogeneity, develop

similar mesoscale structures and patterns as observations.

The simulated profiles and time series correlate well with observed values, with a Pearson’s

correlation coefficient of 0.9 for θ and q for almost all cases considered (Table 3.3) indicating

that the simulations align well with the diurnal ABL evolution in the study domain. The mean

simulated values have a dependence on the imposed HRRR boundary conditions, most strongly

reflected in our study for the near surface q time series with a RMSE of 5.39 g kg−1 for August

simulations and 7.19 g kg−1 for the September simulations.

This study, gives us confidence that large eddy simulations, initialised with real-world surface

heterogeneity, could develop meso scale circulations and similar patterns as observations.

5.1.3 On the nature of surface heterogeneity induced secondary circulations

and their role in ABL transport

Finally, I diagnose the LES output to identify secondary circulations induced by the heteroge-

neous land surface through time and ensemble averaging as per the formulations of Maronga

and Raasch (2013a). Their diurnal evolution in free and forced convective boundary layers as

the land surface undergoes seasonal transition is discussed. And in turn, how do they interact

with transport and dynamics of the atmospheric boundary layer.
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The research questions posed here were, whether diagnosing and quantifying surface heterogene-

ity induced circulations and scale-separated transport can help observe the “true” transport ?

And following through, how do the effects of these heterogeneity induced circulations vary over

the diurnal cycle and across seasons, with changing atmospheric boundary layer height (zi)

and stabilities? How do their effects scale with the length scales of surface heterogeneity and

the boundary layer height? In line with the research questions, I hypothesised that surface

flux heterogeneity modulates the atmospheric boundary layer response to it by inducing quasi-

stationary coherent structures that transition from roll vortices to cellular structures as the

boundary layer becomes more convectively unstable.

The time-ensemble averaging of simulation data lets us diagnose heterogeneity induced, per-

sistent secondary circulations in the model domain. In-line with the airborne measurements,

the circulations are stronger and persist for more time in the simulated convective boundary

layer on 23 August. The near surface dispersive flux contribution to both the kinematic heat

and moisture fluxes are 10-15% of the total daytime surface fluxes for the CBL in August sim-

ulations. In the wind shear driven September simulations with a near neutral ABL, the near

surface near surface dispersive flux contribution to kinematic heat remains at 10-15% of total

surface fluxes while the dispersive moisture flux contributions are lesser than 5%. Our simu-

lations show persistent contributions from the surface heterogeneity induced fluxes throughout

the atmospheric boundary layer for both the wind shear and buoyancy driven boundary layers.

In the convective boundary layer, wavelengths that scale as the effective surface heterogeneity

length scales at ∼ 3zi contribute the most to the heterogeneity induced transport.
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Figure 5.1: A schematic sketch of normalised sensible and latent heat flux profiles in the
convective boundary layer, informed by our simulations. Plots on the left column: a, c, show
profiles of H and LE during an ABL top entrainment dominating growth and plots on the right
hand side column; b, d, show H and LE profiles during surface flux dominating CBL. Y axis is
vertical height normalised by zi and x axis is flux magnitudes normalised by total surface fluxes.
Black lines denote turbulent flux profiles, blue lines the dispersive fluxes and orange lines the

heterogeneity induced contribution to the same

A conceptual sketch for normalised flux profiles in the convective boundary layer in our simula-

tions is presented in Figure 5.1. Two cases, one with ABL top entrainment dominating boundary

layer (the left hand side column) and one for a surface flux dominating ABL are presented with
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interesting features. For the CBL, where entrainment dominates, the turbulent flux profiles are

what is expected of the total fluxes in a classical framework Deardorff (1980); Stull (1988). The

dispersive flux contributions to the same are greater higher up in the boundary layer for H, at

heights 0.8zi-1.2zi. For LE the maximum dispersive flux contributions occur near 0.5zi, where

most of the transport is done by heterogeneity induced circulations. The near surface contri-

butions from the dispersive fluxes would be ≈ 10-15% of the total fluxes. For the CBL where

surface heat fluxes dominate, the turbulent H profiles have a classical pattern. The dispersive

and heterogeneity induced fluxes behave similarly to the entrainment driven case but with lower

magnitudes near the ABL top. For LE too, the turbulent flux profiles behave similarly to a

classical moisture flux profile in a convectively heated ABL, but for the dispersive fluxes, the

peak of the profile moves up, closer to 0.8zi, where entrainment processes dominate. Likewise

for the heterogeneity induced components. At 0.8zi most of the dispersive flux is transported

by the mesoscale heterogeneity induced structures and as we come closer to the surface the gap

between the two widens.

5.2 Implications

This study underscores the role of ABL static stability (the relative role of wind shear vs buoy-

ancy non-dimensionalised as −zi /L or u∗ /w∗), the ABL height zi and surface heterogeneity

length scales in modulating the contributions from secondary circulations. Our study supports

ongoing parameterisation efforts by our collaborators for the contributions from secondary circu-

lations to tower measured surface energy imbalance using the non-local scaling factors (De Roo

et al., 2018; Mauder et al., 2021; Wanner et al., 2022) : zi, u∗ /w∗ and effective surface hetero-

geneity length scales.
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We find stronger contributions from the dispersive fluxes during the free convective summer

months, when the tower measured energy balance residuals were also higher (Butterworth et al.,

2021). It has to be noted that the contribution from the dispersive fluxes would only explain a

part of the measured residuals, with storage terms and flux divergence terms playing some part

at individual tower locations. However, we still find a substantial domain mean contribution

from the dispersive fluxes and their heterogeneity induced components in our simulations for

the free convective boundary layers. At the footprint scale of individual towers. contributions

from mesoscale circulations through dispersive fluxes would manifest in local advective terms as

the horizontal branches of the secondary circulations would cause advective flux transport near

surface. There would then be a balance between the contributions from dispersive fluxes and

the advective components to the measured imbalance based on the control volume one chooses

(Morrison et al., 2021). This could be a future question worth investigating using this setup

(Section 5.3)

Our findings about the atmospheric coupling to surface heterogeneity scales can also help to

inform consistent assumptions for sub-grid heterogeneity in land surface schemes and ABL /con-

vection schemes while representing the sub-grid coupling between land surface and atmospheric

heterogeneities in weather and general circulation models. Our findings are also in agreement

with parametric studies that find that heterogeneity scales greater than CBL height can lead

to stronger and more entrainment driven growth of the boundary layer (Avissar and Schmidt,

1998; van Heerwaarden et al., 2014). In our study, we find that the length scales of effective

surface temperature and moisture with the most amplitude dominate the heterogeneity induced

flux transport. This would mean that the choice of a domain size would impact any attempts

at scaling or modelling the total surface atmosphere transport. Ovchinnikov et al. (2022) did a
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parametric study on the role of horizontal resolution, boundary conditions and domain size on

surface atmosphere transport and report that the boundary layer structures are modulated by

the location of the computation subdomain.

5.3 Limitations and future work

5.3.1 Role of land surface heterogeneity in low frequency contributions to

the observed surface energy imbalance

In this study, we measured and simulated the low frequency response of the atmospheric bound-

ary layer to its underlying land surface heterogeneity. However, a direct comparison and analysis

of the tower measured energy balance residuals and budgets was outside the scope of this study.

Tower measured data for the CHEESEHEAD19 campaign are being analysed as part of other

studies in a spatial eddy covariance approach to include the low frequency flux contribution

across the domain. Findings in the studies conducted as a part of this dissertation has helped

to inform our understandings of the length scales of importance and the role of ABL stability in

those. A more detailed study of connecting the two, using more data intensive approaches such

as machine learning based Environment Response Functions (Metzger et al., 2013) could help

to scale the airborne and tower measured fluxes throughout the heterogeneous study domain

and identify the role of low frequency contributions to tower measured energy balance residuals.

A similar approach was used for simulated airborne and EC tower data during the experiment

design phase of CHEESEHEAD19, to choose between candidate flight patterns (Metzger et al.,

2021).



156

5.3.2 Realistic Simulations of CHEESEHEAD19 IOP Days

5.3.2.1 Large Scale Boundary Conditions

The simulated profiles closely follow the input HRRR large scale boundary conditions, (Fig. 3.4)

which guide the ABL diurnal development. For the two case study days considered, this aided

in ABL growth and mean diurnal characteristics very close to the observed values. Usually, LES

of field campaign days are either initialised with radisonde observations during early morning

hours or nudged towards measured profiles couple of times a day. Compared to that approach,

our hourly large scale boundary conditions accounts for the evolving synoptic conditions during

the simulation without adding further tendency terms or nudging the LES solution. Moreover,

with the initialisation of the simulations at 0000 CDT, we have enough buffer time during the

night time for model spin-up by early morning.

However, this also means that the LES solution is also biased towards the HRRR forcings. This

is particularly reflected in the dry bias we see in the simulated q values for both the August and

September simulations. Also for the 22 August simulations, the simulated θ profile is closer to

the HRRR θ profile, with a higher zi ≈ 2500 m. Along with a drier ABL, this could be one

of the reasons we have stronger H in the simulations than tower measurements. In the next

iteration of this study it would be more beneficial to tune the input forcings to be more in line

with field measurements.
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5.3.2.2 Cloud Formation and Feedback

Currently, the bulk cloud microphysics scheme in PALM was switched off for our ensemble

simulations since we were not directly investigating questions related to cloud formation or

feedback. Moreover, for the summertime CBL case study day of 23rd August, the daytime cloud

cover at Park Falls was only 14%. Input data for the Radiative Transfer Model implementation

in PALM was the surface incoming shortwave and longwave radiation data from the 3 km HRRR

data. This would indirectly include the surface forcing effects of high clouds in the simulations.

However, in our simulations without clouds, we are missing the local scale feedback associated

with the shading effects of shallow convection, that could have a strong effects on moderate

to cloudy summer time ABLs. For the 22nd August IOP day simulation, the NWS projected

cloud cover for Park Falls was 70% and there was a rainfall event the late night. Since we don’t

have the direct effects of clouds, this could also be another reason for the mismatch between

simulated and tower measured surface heat fluxes. Using a semi-coupled WRF-LES, Simon

et al. (2021) find that heterogeneous surface forcings over the SGP site leads to significantly

more cloud production, where the land surface heterogeneities caused by prcipitation turned out

to be the most influential. Our over highly vegetated and latent heat flux dominated domain,

precipitation heterogeneities might not stand out as much as the SGP site, however, it would

still be an important influence to consider in later studies.
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5.3.2.3 Grid Dependency

There is a grid dependency for the simulated near surface fluxes, with the parent domain having

the weakest signal of coherent structures. The simulated coherent structures seem weaker near

the surface and above the plant canopy (maximum height at 36 m) in all 3 model domains (Fig.

5.3). The weakness of coherent structures could be one of the reasons that contribute towards

higher simulated daytime turbulent heat fluxes than the tower measured fluxes (Figures 3.10

and 3.11). Such dependence was not noticed in the MR13 study. With PALM it is possible

to simulate coherent secondary circulations and the dispersive flux transport due to them near

the model surface, in the roughness sub-layer (De Roo and Mauder, 2018a; Wanner et al., 2022;

Akinlabi et al., 2022). Our model setup uses a LSM and a vertically resolved PCM setup

in the Child02 model. For the Parent and Child01 model domains with 12 m vertical grid

spacing, the PCM would only act more like a distributed heat source, where all of the roughness

interactions between the surface layer and plant canopy are not fully resolved. This might

have an influence in the turbulent organisation (Shao et al., 2013), which could modulate the

heterogeneity induced structures as well.
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Figure 5.2: Simulated, resolved scale above canopy turbulent H (first row) and LE (second
row) at 48 m, for Child02 model domain extent, across the 3 models. Values shown for 08/23

1130 local time. SGS contributions were added to the Parent and Child01 domains

Furthermore, the horizontal resolution of the Parent model is only 90 m. This, combined with

the highly unstructured and multi-scale heterogeneity would mean that the surface-atmospheric

coupling over the model domain might not be well captured in this setup with PALM’s MOST

based surface flux parameterisations. Because of that, the coherent structure signals could be

weaker in the Parent domain and since that is fed into Child01 and Child02 models as boundary
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conditions, they could be weaker therein also. We did a grid sensitivity study with the Parent

model at the same horizontal resolution as the Child01 model and compared the near surface

organisation between the same and the Child02 data from our production runs. There seems to

be no significant difference in the strength of surface heat flux amplitudes seen in the updated

grid. This is an indicator that our production Parent model grid horizontal resolution of 90 m

is able to capture organisation in the CBL well and provide adequate boundary conditions for

the Child01 model. However, the coarser vertical resolution of 12 m in both the models don’t

resolve the near surface organisation as seen in Wanner et al. (2022) or Shao et al. (2013). We

find dispersive flux contributions ≈ 15-20% of total fluxes from 60 - 100 m in our simulations.

Our suggestion here is similar to the recommendation from Mazzaro et al. (2017), who reported

≈ 20% weaker circulations in their nested LES vs a stand alone LES setup,to use the finest

possible parent grid size in a nested LES setup.

5.3.3 Future Work

In this dissertation, I investigated the role of land surface heterogeneity and ABL stability in

boundary layer organisation as roll vortices or spatially localised cellular structures. The effects

of large scale turbulent coherent structures on near wall turbulence is an active area in turbu-

lence research (Hutchins and Marusic, 2007; Mathis et al., 2009; Jacob and Anderson, 2017).

Our simulation setup and the Child02 model data can be further explored to study the effects

of realistic surface heterogeneities on near surface turbulence fields. This would require better

representations of canopy and land surface processes at the smaller scales. Moreover, perturba-

tions of θ and q associated with the updraft regions of horizontal convective rolls can influence

convection initiation (Weckwerth, 2000; Wilson et al., 1992). Hence a better understanding of

boundary layer organisation and the role of surface length scales in their modulation can help
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Figure 5.3: Simulated, resolved scale above canopy turbulent H (first row) and LE (second
row) at 60 m, for Child01 model domain extent, for the current production runs (on left) and
simulated values for the same from the regridded Parent model (on the right). Values shown

for 08/23 1130 local time.

in bridging the scales of surface-atmospheric transport from the turbulent microscales to storm

scales.

One of the proposed analysis for this dissertation was to look into Turbulent Kinetic Energy

(TKE) budgets from the simulations to investigate how relationships between CBL organisation

and ABL turbulence. From their analysis of the TKE budget from simulations over imposed
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spanwise heterogeneous heating, Anderson et al. (2015) proposes that an imbalance between

turbulent production dissipation equilibrium can cause advective velocities. They note that

such a spanwise imbalance in production over dissipation induces a secondary convective velocity

which ultimately sets the mean secondary motion in place (via the continuity of mass). Other

investigators have also pointed out there might be a shifting balance in the TKE shear and

buoyancy production terms as the coherent structures transition from horizontal convective

rolls to cellular structures.

However, calculating representative statistics for TKE budget terms would need long averaging

times of several hundred large eddy turnover time (T = zi/u∗, during which the turbulent field

should be stationary, well developed and in equilibrium with the underlying surface for robust

statistics. The diurnal nature of ABL turbulence complicates stationarity requirements for long

averaging times. Heinze et al. (2015) did a TKE budget study of cloud topped BL using PALM,

using averaging time of 2 hours which would roughly be about 250 T for our summertime

simulations. To ensure stationarity and well development of turbulence, one could do a similar

analysis with high resolution time series data, grouped by ABL static stability values for the 23

August CBL, for the fully developed afternoon CBL from 1300 till 1530 CDT (Fig. 4.1.

De Roo and Mauder (2018a) did a flux budget analysis of near surface sensible heat fluxes over

idealised heterogeneities using a control volume approach. They could quantify the local advec-

tive and flux divergence terms, which would cause an imbalance between the vertical turbulence

flux measured on top of the control volume and the total available energy, as detailed in Section

1.1. They found that the missing fluxes are well correlated with both the advective terms and

the flux divergence terms and so can be well described by either one of those. A similar control

volume analysis of the flux budget terms (Equation 1.2) over the virtual CHEESEHEAD19 tower
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locations can throw light on the relative contributions between advection and flux divergence,

as well as how they might relate with a domain mean dispersive flux.

Dispersive fluxes are a function of the averaging area, and hence their magnitude would also

depend on the chosen control volume. Nevertheless, it will be worthwhile to investigate how they

correlate with tower measured advective and flux-divergence magnitudes, as well as simulated

surface energy budget residuals.

PALM offers a Lagrangian Particle Model (LPM) (Steinfeld et al., 2008) that can be employed to

study turbulent dispersion over the complex, vegetated CHEESEHEAD study domain. This can

be set up for the convective 23 August IOP day to estimate and evaluate the flux footprints of the

tower network and airborne measurements. In their idealised LES study, Steinfeld et al. (2008)

demonstrated that flux footprints are severely affected by surface heterogeneities and the LPM

perform better than the conventional Lagrangian dispersion models, with fully parameterised

turbulence. It would also be beneficial to compare such footprint maps and climatologies with

Environment Response Function footprint maps of heat fluxes across the study domain.

In our simulations, for the fully developed CBL, the effective length scales of surface hetero-

geneity ≈ 3zi. One can argue that the length scales of up and down drafts would scale with zi

for both homogeneous and heterogeneous surface forcings. Time ensemble averaged fields of whi

revealed that the heterogeneity induced structures are spatially bound to land surface features

or gradients, like the standing circulations at the lake edge to the north east of Child02 domain.

However, the length scales of the structures need not scale with surface heterogeneity length

scales throughout the domain.
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In the CBL with weak mean winds, surface heterogeneity length scales of the same order of

magnitude as zi can induce local circulations and internal boundary layers that can span the

entire height of the ABL and scale with zi (Mahrt, 1996, 2000). Since the evolution of these

circulations would contribute towards the entrainment driven growth of the CBL, there can

be a mutual dependence between the surface heterogeneity length scales, horizontal scale of

secondary circulations and zi. Combined with a strong enough amplitude of surface flux het-

erogeneities in the free convective boundary layers, such a mutual dependency could result

in surface heterogeneity length scales modulating the horizontal length scales of heterogeneity

induced circulations as well.

To investigate this surface-atmospheric coupling and the role of realistic surface length scales

therein further, we could set up idealised versions of the CHEESEHEAD19 study domain, with

lower order representations of land surface classes. Brunsell et al. (2011) performed coupled

LES study with realistic 2D surface forcings, where the surface forcings were band pass filtered

to obtain a sequence of surface forcings with varying effective length scales for the same study

domain. A similar analysis can be done for our LES setup too.

A wavelet analysis of simulated time series data at each CHEESEHEAD19 tower location can

also help to study the local effect of the heterogeneity induced mesoscale circulations.Going

forward from there, with time series of local profiles, wavelet spectrograms can also be calcu-

lated and averaged over all similar tower locations, to get a more local picture of length scale

distribution, rather than the domain mean spectral distribution that we see currently.
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