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#### Abstract

The transient climate evolution of last deglaciation 21,000 to 10,000 years ago ( 21 to 10 ka) provides key observations for constraining climate sensitivity and understanding global carbon cycle. Here I present the first complete synchronously coupled atmosphere-ocean general circulation model simulation of the last deglaciation using NCAR-CCSM3. The transient simulation reproduces many major features of the deglacial climate evolution in Greenland, Antarctic, tropical Pacific, Southern and Deep Ocean, suggesting CCSM3 exhibits reasonable climate sensitivity in those regions and is capable of simulating abrupt climate changes.

In the transient simulation, the Northern Hemisphere meltwater (NHMW) forcing associated with the onset of Northern Hemisphere deglaciation $\sim 19$ ka results in a near-collapse of the Atlantic Meridional Overturning Circulation (AMOC) by 17.0 ka . The reduction of the AMOC causes Oldest Dryas (19-14.5 ka) cooling in the Greenland ice core whereas the sudden


termination of NHMW at 14.67 ka is responsible for the resumption of AMOC and abrupt Bølling warming. Meltwater discharge during meltwater pulse $1 \mathrm{~A}(\mathrm{mwp}-1 \mathrm{~A})$ causes a reduction in the AMOC and the associated cooling during the Older Dryas event at $\sim 14 \mathrm{ka}$. The reduction of NHMW after mwp-1A causes the Allerød warm period $\sim 14-12.9 \mathrm{ka}$, while a subsequent increase in NHMW weakens the AMOC, resulting in the Younger Dryas cold interval ( $\sim 12.9$ 11.7 ka ), although the cooling is less than that reconstructed from Greenland ice cores. Following the Younger Dryas, continued Northern Hemisphere ice-sheet melting prevents AMOC from reaching the Holocene level and causes cooler Greenland surface air temperature than proxy records in early Holocene.

In particular, our simulation supports the view that the last deglaciation is triggered by the enhanced spring-summer insolation locally in the Northern Hemisphere. Northern Hemisphere glacial meltwater is able to induce the early deglacial warming of the Southern and Deep Ocean, and accounts for the lead-lag relationship among the Southern Ocean, tropical Pacific and Northern Hemisphere observed during the last deglaciation. Furthermore, by inducing deep ocean warming and Southern Ocean sea ice retreat, Northern Hemisphere glacial meltwater likely plays an active role in deglacial $\mathrm{CO}_{2}$ rise and gives an explanation for the associations between Heinrich events and atmospheric $\mathrm{CO}_{2}$ rise.
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Abbreviations:

| Abbreviations |  |
| :---: | :---: |
| AABW | Antarctic Bottom Water |
| AMOC | Atlantic Meridional Overturning Circulation |
| BA | Bølling-Allerød |
| DGVM | Dynamic global vegetation model |
| D/O | Dansgaard-Oeschger |
| GHG | Greenhouse gas |
| Greenland SAT | SAT at the summit of Greenland |
| H1 | Heinrich event 1 |
| HS1 | Heinrich Stadial 1 |
| IACP | Intra-Allerød Cold Period |
| ka | 1,000 years before A. D. 1950 |
| kyr | 1,000 years |
| LGM | Last Glacial Maximum |
| m/kyr | MIS3 |
| mwp-1A | Marine isotope stage 3 |
| NADW | Meltwater pulse 1A |
| NHMW | North Atlantic Deep Water |
| SAT | Northern Hemisphere Meltwater |
| SHMW | Surface air temperature |
| Sv | Southern Hemisphere Meltwater |
| TraCE-21K | Transient simulation of Climate Evolution of the last 21,000 years |
| YD | Younger Dryas |

## Chapter 1 Transient climate evolution of the last deglaciation

Through the late Quaternary period of past one million years, the Earth has experienced rather regular ice age cycles once every 100,000 years [Hays et al., 1976]. Various natural archives of the Earth have preserved rich climatic information for these ice age cycles. Scientists take advantage of these proxy records to study the Earth's climate dynamics and to better project future climate changes. The last deglaciation ( $\sim 21$ to 10 ka ) (ka: 1,000 years ago) was the most recent major natural global warming, with a concurrent $\mathrm{CO}_{2}$ rise of $70 \sim 80 \mathrm{ppmv}$ (parts per million by volume) that is comparable in magnitude to the rise caused by anthropogenic emissions between the industrial revolution and the end of $20^{\text {th }}$ century [Karl and Trenberth, 2003]. Another striking feature during the last deglaciation is the abrupt climate change events that punctuated the overall warming trend. The Greenland ice cores have recorded surface air temperature (SAT) changes of more than $10^{\circ} \mathrm{C}$ in few decades during Bølling-Allerød (BA) and Younger Dryas (YD) [Severinghaus and Brook, 1999; Grachev and Severinghaus, 2005]. With extensive proxy data and relatively less dating uncertainty than earlier terminations, the last deglaciation provides a unique opportunity to test the sensitivity of climate models to $\mathrm{CO}_{2}$ as well as the capability of the models in predicting abrupt climate changes. In the following, I will describe the current state of our understanding of the transient climate evolution of the last deglaciation based on paleoclimatic proxy data, with the focus on the deglacial history of polar temperatures as well as its potential drivers, such as insolation, $\mathrm{CO}_{2}$, ice sheet and ocean circulation.

### 1.1 Greenland and Antarctic temperature

Our understandings of the Earth's climate evolution during the last deglaciation are mostly based on the SAT reconstructions from lake sediments and polar ice cores. Based on Greenland GISP2 SAT record [Alley, 2000; Cuffey and Clow, 1997] (Fig. 1 C), the sequence of the last deglaciation includes the Last Glacial Maximum (LGM) from 26 to 19 ka , the Heinrich Stadial 1 (HS1) from 19 to 14.7 ka , the BA from 14.7 to 12.9 ka , the YD from 12.9 to 11.7 ka and the Holocene from 11.7 ka to the start of industrial era ( $\sim 1750 \mathrm{AD}$ ) [Rasmussen et al., 2006]. During the LGM, the SAT at the Summit Greenland (Greenland SAT thereafter) increased by more than $5{ }^{\circ} \mathrm{C}$. In HS1, Greenland SAT decreased by $\sim 4{ }^{\circ} \mathrm{C}$ between 19 ka and $17 \sim 16 \mathrm{ka}$ and then increased by $2 \sim 3{ }^{\circ} \mathrm{C}$ before the onset of BA . The onset of BA is quite abrupt, with $\sim 13^{\circ} \mathrm{C}$ increase of SAT in less than 150 years [Cuffey and Clow, 1997]. BA lasted for $\sim 1,700$ years and exhibited several centennial oscillations, including the Older Dryas and the Intra-Allerød Cold Period (IACP). The Allerød warming ended with the 1,200-year YD cooling episode with $\sim 9^{\circ} \mathrm{C}$ cooling during its onset and $\sim 10^{\circ} \mathrm{C}$ warming at its close [Grachev and Severinghaus, 2005]. During the YD/Holocene transition, Greenland SAT warmed by $\sim 6{ }^{\circ} \mathrm{C}$ and reached Holocene levels. During the Holocene, Greenland SAT is fairly stable, with weak millennial oscillations of less than $2{ }^{\circ} \mathrm{C}$. The $8.2-\mathrm{ka}$ event started $\sim 8.2 \mathrm{ka}$ and lasted $\sim 150$ years, during which Greenland SAT dropped by $\sim 3{ }^{\circ} \mathrm{C}$ [Kobashi et al., 2007]. During the last two millennia, there was a weak cooling trend of $\sim 1^{\circ} \mathrm{C} / \mathrm{kyr}$ (kyr, 1,000 years). Overall, the total Greenland SAT increased by 11 ${ }^{\circ} \mathrm{C}$ between the LGM and the end of Holocene.

Compared with the dramatic climate swings in Greenland, the climate evolution of Antarctic during the last deglaciation is more gradual (Fig. 1 D). Based on SAT reconstruction from Dome C
and Dome Talos, the deglacial warming in Antarctic occurred concurrently with the cold episodes of Greenland during the HS1 and YD, and paused or even reversed during BA [Jouzel et al., 2007, Stenni et al., 2011]. The first stage of warming started at $\sim 18 \mathrm{ka}$ and stopped at the end of HS1 with $5 \sim 6^{\circ} \mathrm{C}$ increase of SAT. The second stage of warming occurred during YD with a SAT increase of $4^{\circ} \mathrm{C}$. The deglacial warming in the Antarctic concluded at the end of YD $(11.7 \mathrm{ka})$, about 1,200 years before the end of Greenland warming ( $\sim 10 \mathrm{ka}$ ). During the Holocene, the Antarctic temperature did not exhibit significant millennial variability. Overall, the total warming from Antarctic since the LGM is $\sim 9{ }^{\circ} \mathrm{C}$ [Jouzel et al., 2007].

### 1.2 Northern Hemisphere Ice Sheets

Massive ice sheets covered the North America, Greenland and Eurasia at the LGM with the height of North American Ice Sheet being more than 4.5 km (Fig. 2) [Peltier, 2004]. Between the LGM and BA, the Eurasian Ice Sheet retreated significantly with the area coverage reduced by about two thirds. During this period, the area coverage of North American Ice Sheet remained more or less the same. However, the total volume of the North American Ice Sheet reduced significantly. For example, the peak of the North American Ice Sheet, the Keewatin Dome, dropped from more than 4.5 km to below 4 km with the height of the surrounding area also reduced from 3 km to 2.5 km . The North American Ice Sheets rapidly retreated between BA and YD, during which most of the Cordilleran Ice Sheet in the western North American disappeared and the majority of the remaining Laurentide Ice Sheet was below 2 km . The Eurasian Ice Sheet
eventually disappeared $\sim 8 \mathrm{ka}$, so did the Laurentide Ice Sheet $\sim 6 \mathrm{ka}$. The last deglaciation completely ended around 6 ka , when the mass balance of both the Greenland and Antarctic Ice Sheet approximately reached their equilibrium in the Holocene.

### 1.3 Northern Hemisphere insolation

According to Milankovitch theory, the ice age cycles were paced by the Earth's orbital variations, with the Northern Hemisphere summer insolation intensity playing a dominant role in the growth and decay of Northern Hemisphere Ice Sheets [Milankovitch, 1941]. During the last 21,000 years, solar radiation varies mostly due to the gradual shift in the orientation of Earth's axis of rotation, i.e., the precession of Earth's orbit (Fig. 1 A). At both the LGM and present, the Earth's aphelion, i.e., the farthest point from the Earth's orbit to the Sun, occurs during the Northern Hemisphere summer, resulting in less Northern Hemisphere summertime incoming solar radiation than during early Holocene, when the Earth's aphelion occurs during the Northern Hemisphere winter. As a result, the Northern Hemisphere summer insolation intensity was at a minimum between 26 and 19 ka (Fig. 1 A), during which most of the Northern Hemisphere Ice Sheets reached their maximum size [Clark et al., 2009]. The increase of Northern Hemisphere summer insolation intensity after 21 ka is believed to have triggered the onset of the last deglaciation. Between 20 and 19 ka , sea level started to rise as a result of the glacial meltwater discharge into the ocean [Clark et al., 2004] (Fig. 1 B). Between 22 and 11 ka , Northern Hemisphere summer insolation intensity at $60^{\circ} \mathrm{N}$ progressively increased by $\sim 60 \mathrm{~W} \mathrm{~m} \mathrm{~m}^{-2}$, reaching a maximum at the onset of Holocene. During the Holocene epoch of last 10,000 years, it gradually decreased by $\sim 50 \mathrm{~W} \mathrm{~m}^{-2}$. At present, the Northern Hemisphere summer insolation
intensity is in its minimum of the precession cycle with an orbital configuration similar to that during the LGM.

### 1.4 Atmospheric $\mathrm{CO}_{2}$ concentration

Atmospheric $\mathrm{CO}_{2}$ has long been suggested to play an important role in amplifying the relatively weak orbital forcing during 100,000-year ice age cycles [Pisias and Shackleton, 1984; Genthon et al., 1987]. Similar to Antarctic temperature, the deglacial $\mathrm{CO}_{2}$ rise also occurred in two stages within HS1 and YD [Monnin et al., 2001; Joos and Spahni, 2008] (Fig. 1 A). The atmospheric $\mathrm{CO}_{2}$ concentration varied between 185 to 190 ppmv during the LGM and started to rise at $\sim 17$ ka within HS1. The increase of $\mathrm{CO}_{2}$ paused and reversed within the BA after increasing from 190 to 240 ppmv between 17 ka and the onset of the BA. After a $\sim 5 \mathrm{ppmv}$ drop between the BA and $\mathrm{YD}, \mathrm{CO}_{2}$ resumed its rising $\sim 12.5 \mathrm{ka}$ in the middle of YD and increased another $\sim 30 \mathrm{ppmv}$ from 235 to 265 ppmv before the onset of the Holocene. The total $\mathrm{CO}_{2}$ rise during the last deglaciation was 75 ppmv (from 190 to 265 ppmv ). During the early Holocene, $\mathrm{CO}_{2}$ decreased by 5 ppmv between 10 and 8 ka , and then started to rise by 20 ppmv to reach the preindustrial level of 280 ppmv . The two-stage $\mathrm{CO}_{2}$ rise during the last deglaciation suggests that the atmospheric $\mathrm{CO}_{2}$ tends to rise during cold events of $\mathrm{HS1}$ and YD [Marchitto et al., 2007; Anderson et al., 2009; Skinner et al., 2010; Denton et al., 2010], and tends to decline by several ppmv during warm period, such as BA and early Holocene. However, there is still $\sim 1,000$-year uncertainty of the age of atmosphere $\mathrm{CO}_{2}$ reconstruction during the last deglaciation [Marchitto et al., 2007; Anderson et al., 2009; Lemieux-Dudon et al., 2010]. The $\mathrm{CO}_{2}$ record used in this study adopted the EDC1 age model [Monnin et al., 2001]. If GISP2 age model is adopted
[Marchitto et al., 2007], the $\mathrm{CO}_{2}$ record can be shifted by $\sim 1,000$ years earlier during the last deglaciation, which suggests that deglacial $\mathrm{CO}_{2}$ rise started $\sim 18 \mathrm{ka}$.

### 1.5 Atlantic meridional overturning circulation (AMOC)

The smooth forcing from insolation and $\mathrm{CO}_{2}$ has difficulty in causing the millennial climate variability over the Greenland. Because ocean circulation significantly affects climate variability via the associated oceanic heat transport and various positive feedbacks (such as the ice-albedo feedback) [Liu and Alexander, 2007], the "climatic roller-coasters" recorded by Greenland ice cores have been suggested to be caused by the variability of Atlantic Meridional Overturning Circulation (AMOC) [Broecker et al., 1985]. Recent proxy reconstructions of AMOC from deep sediments provide further evidence that the millennia variability of AMOC during the last deglaciation occurred in tandem with that of the Greenland SAT [McManus et al., 2004] (Fig. 1 C and E). For example, during the HS1 and YD, the reduction of AMOC occurred when there was significant cooling over the Greenland; at the onset of BA warming, the Greenland abruptly warmed up with the abrupt resumption of AMOC at the end of HS1.

The close relationship between AMOC and abrupt climate change events suggests that it is possible to conduct the Transient simulation of Climate Evolution of the last 21,000 years (TraCE-21K) in climate models by modulating the strength of AMOC as well as greenhouse gas (GHG) concentration and earth's orbital parameters. Earlier modeling studies have shown that AMOC is quite sensitive to the surface meltwater fluxes and can exhibit a hysteresis behavior in simple box models or more complex ocean general circulation models [Stommel, 1961; Rahmstorf et al., 2005]. However, limited by the required massive computation and storage resources, it is only recently that transient simulation of the last deglaciation was carried out in
synchronously coupled atmosphere-ocean global climate models [Liu et al., 2009], which include the most advanced climate physics and are currently being used for future climate projections.

### 1.6 Challenges of transient simulation of the last deglaciation

The major challenge of simulating the last deglaciation involves the insufficient knowledge of meltwater fluxes from retreating glaciers during the last deglaciation. Even though the meltwater fluxes are closely related to the sea level reconstruction, they are still loosely constrained, because sea level records cannot constrain the location of the meltwater fluxes, only with a few exceptions [Clark et al., 2002; Bassett et al., 2005]. On the other hand, there are also large uncertainties regarding the sea level rise reconstruction. For example, the lowest stand of the sea level during the LGM is still controversial with the lower and upper limit at 120 and 135 meters [Peltier and Fairbanks, 2006; Yokoyama et al., 2000]. Another example is the meltwater pulse $1 \mathrm{~A}(\mathrm{mwp}-1 \mathrm{~A})$, one of the most rapid sea level rise events during the last deglaciation, whose origin is still controversial. Peltier [2004] assigns the entire 20 m sea level rise during mwp-1A to a Northern-Hemisphere origin, which in state-of-the-art climate models triggers an AMOC collapse [Stouffer et al., 2006]. However, reconstructions suggest that the AMOC during mwp-1A did not collapse [McManus et al., 2004]. Using a glacial isostatic adjustment model, Clark et al. [2002] and Bassett et al. [2005] found that a large contribution from the Antarctic Ice Sheet to mwp-1A ( $\sim 15$-meters eustatic equivalent) resolves the discrepancies among the far field sea level rise reconstructions.

There are also some debates on the causality between mwp-1A and BA. After coupling a 3D ocean model with an energy balance atmosphere model, Weaver et al. [2003] found that the meltwater forcing from the Antarctic can initiate the resumption of the collapsed AMOC at the
end of HS1 and trigger the BA warming. However, this result cannot be verified in fully coupled climate models [Stouffer et al., 2007]. Furthermore, Stanford et al. [2006] suggests that mwp-1A occurred after BA event and the impact of mwp-1A is to induce Older Dryas cooling. All these controversies demonstrate the difficulties in nailing down the meltwater fluxes, and show that a systematic simulation of the last deglaciation is needed to elucidate these problems.
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## Figures



Figure 1: Climate evolution during the last deglaciation. (A) June 21st insolation at $60^{\circ} \mathrm{N}$ (orange) [Berger, 1978] and atmospheric $\mathrm{CO}_{2}$ concentration (green) [Joos and Spahni, 2008]. ppmv, parts per million by volume. (B) Relative sea level. Sea level data are from Barbados (blue) [Peltier and Fairbanks, 2006], Bonaparte Gulf (green) [Yokoyama et al., 2000], Sunda Shelf (orange) [Hanebuth et al., 2000] and Tahiti (black) [Bard et al., 1996]. (C) Greenland surface air temperature (SAT) based on Greenland Ice Sheet Project 2 (GISP2) $\delta^{18} \mathrm{O}$ reconstruction with borehole temperature calibration [Cuffey and Clow, 1997]. (D) Antarctic SAT based on Dome C $\delta$ D reconstruction [Jouzel et al., 2007]. (E) Pa /Th ratio at Bermuda Rise (core GGC5) as a proxy for AMOC export [McManus et al., 2004].


Figure 2: The height (in m) of the Northern Hemisphere Ice Sheet based on Ice5G reconstruction [Peltier, 2004] during the LGM (upper left), BA (upper right), YD (lower left) and 8.2 ka (lower right).

## Chapter 2 TraCE-21K simulation

### 2.1 Introduction

The last deglaciation is one of the most dramatic natural climate warming events in the last 800,000 years. The abundance of paleoclimate proxy records during this period makes the last deglaciation an ideal case study of the transient response of the earth system to the abrupt increase of atmospheric $\mathrm{CO}_{2}$ and the associated global warming. What is learned through this study sheds lights on the puzzles and challenges we are facing as a result of anthropogenic global warming due to the fossil fuel burning and deforestation.

The overall strategy of simulating the last deglaciation is to perform one of the best simulations that reproduce the paleoclimatic variations inferred from high-quality proxies, such as the SAT reconstructions from the polar ice cores. Challenged by the insufficient knowledge of meltwater discharge during the last deglaciation, I performed several sensitivity experiments with same initial condition but different rates or locations of meltwater discharges during several abrupt climate change events (Fig. 1): $19 \mathrm{ka}, \mathrm{HS} 1, \mathrm{BA}, \mathrm{YD}$ events and early Holocene. I select the run that best resembles the proxy reconstructions to continue the transient simulation.

### 2.2 Model setup

The coupled atmosphere-ocean general circulation model (CGCM) employed is the Community Climate System Model version 3 (CCSM3), centered at the National Center for Atmospheric Research (NCAR). CCSM3 is a global, coupled ocean-atmosphere-sea ice-land surface climate model without flux adjustment [Collins et al., 2006]. All the simulations were
performed at T31_gx3v5 resolution [Yeager et al., 2006] and with a dynamic global vegetation module. The atmospheric model is the Community Atmospheric Model 3 (CAM3) with 26 hybrid coordinate levels in the vertical and $\sim 3.75$-degree resolution in the horizontal. The land model uses the same resolution as the atmosphere, and each grid box includes a hierarchy of land units, soil columns, and plant types. Glaciers, lakes, wetlands, urban areas, and vegetated regions can be specified in the land units. The ocean model is the NCAR implementation of the Parallel Ocean Program (POP) in vertical z-coordinate with 25 levels. The longitudinal resolution is 3.6degree and the latitudinal resolution is variable, with finer resolution near the equator ( $\sim 0.9$ degrees). The sea ice model is the NCAR Community Sea Ice Model (CSIM), a dynamicthermodynamic model that includes a subgrid-scale ice thickness distribution. The resolution of CSIM is identical to that of POP.

The preindustrial control simulation reproduces the major features of the global climate, notably in the deep ocean [Otto-Bliesner et al., 2006]. The LGM CCSM3 simulation has a global cooling of $4.5^{\circ} \mathrm{C}$ compared to the pre-industrial controls, with amplified cooling at high latitudes and over the continental ice sheets [Otto-Bliesner et al., 2006]. The LGM control run also simulates a shoaling of North Atlantic Deep Water (NADW) and farther northward penetration of Antarctic Bottom Water (AABW) [Otto-Bliesner et al., 2007]. A 1,800-year LGM equilibrium simulation was branched off from an earlier LGM simulation in order to incorporate the dynamic global vegetation model CLM-DGVM [Levis et al., 2004] and to reduce the model drift in the deep ocean. The transient simulation then started at the end of the 1,800 -year LGM/CLMDGVM equilibrium run with the transient orbital parameter starting at 22 ka . The transient concentrations of the GHGs $\left(\mathrm{CO}_{2}, \mathrm{CH}_{4}\right.$ and $\left.\mathrm{N}_{2} \mathrm{O}\right)$ were adopted from Joos and Spahni [2008].

The height and extent of the continental ice sheets were modified approximately once per 500 years according to the ICE-5G reconstruction [Peltier, 2004]. The coastlines at the LGM were also taken from the ICE-5G reconstruction and were modified at 13.1 ka with the removal of the Fennoscandian Ice Sheet from the Barents Sea and at 12.9 ka with the opening of the Bering Strait. In the Holocene, the coastlines were modified at 7.6 ka with the opening of Hudson Bay. The last modification of the coastline occurred at 6.2 ka with the opening of the Indonesian throughflow, after which the transient simulation adopted the present-day coastlines (Table 1).

### 2.3 Meltwater forcing

One of the challenges of simulating the last deglaciation is the still-high uncertainty with respect to meltwater fluxes from retreating glaciers during the last deglaciation. On one hand, sea level records cannot constrain the location of meltwater fluxes, and on the other hand, there are also 5 to 15 m large uncertainties in the sea level reconstructions. In our transient simulation, I conducted sensitivity experiments with the meltwater forcing during millennial events, such as 19-ka, BA, mwp-1A, YD etc. The sensitivity experiments for each millennial event used the same initial condition, but different meltwater schemes in terms of the location and the rate of meltwater discharge. I chose the simulation to continue the transient simulation that best matched the proxy records of sea-level rise, AMOC and Greenland SAT. Several suites of sensitivity experiment will be discussed to show how I derive the meltwater flux for the simulation of TraCE-21K. For the results shown here, the meltwater scheme of DGL-A in Liu et al. [2009] is extended into the Holocene. Meltwater fluxes from the retreating ice sheets were derived from the record of sea level rise [Peltier, 2004; Clark and Mix, 2002] and geological indicators of ice sheet retreat and meltwater discharge [Clark et al., 2002; Clark et al., 2004; Licciardi et al., 1999;

Clark et al., 2001; Carlson et al., 2007; Carlson, 2008; Carlson et al., 2009; Clark et al., 2009; Carlson, 2009; Obbink et al., 2010]. The meltwater forcing during mwp-1A includes contributions from the Antarctic ( 15 m of equivalent sea-level volume) and Laurentide ( 5 m of equivalent sea-level volume) Ice Sheets [Clark et al., 2002; Bassett et al., 2005; Carlson, 2009]. Any larger ( $>5 \mathrm{~m}$ ) Northern Hemisphere contribution results in a complete shutdown of AMOC and is inconsistent with proxy records [McManus et al., 2004; Stanford et al., 2006; Praetorius et al., 2008], which constrains the northern hemisphere's contribution to be $<25 \%$ of the total meltwater pulse volume ( $\sim 20 \mathrm{~m}$ ). We also adopted the sequence of freshwater discharge of Carlson et al. [2007] for the Younger Dryas.

In CCSM3, the meltwater discharge is added to the ocean model as a freshwater flux on the surface of the ocean. For the specific region, the intended freshwater flux is divided by the total area to get the unit freshwater flux to be added onto each grid point of the ocean model in that specific region during the transient simulation. The units for the meltwater discharge can be either $\mathrm{m} / \mathrm{kyr}$ (meters of equivalent sea-level volume per thousand years) or $\mathrm{Sv}\left(1 \mathrm{~Sv}=10^{6} \mathrm{~m}^{3} \mathrm{~s}^{-}\right.$ ${ }^{1}$ ). Since the area of the ocean is about $3.61 \times 10^{14} \mathrm{~m}^{2}, 1 \mathrm{~m}$ of the sea level rise per thousand years $(\mathrm{m} / \mathrm{kyr})$ means $3.61 \times 10^{14} \mathrm{~m}^{3}$ volume of meltwater in $10^{3}$ years, which is $0.011 \mathrm{~m}^{-1}$, or 0.011 Sv.

### 2.4 TraCE-21K spin-up: the LGM simulation with CLM-DGVM

TraCE-21K was initialized from a low resolution (T31_gx3v5) LGM equilibrium simulation without dynamic vegetation [Otto-Bliesner et al., 2006]. For multi-millennial transient simulation, the vegetation feedback can be very significant due to its modification of the surface albedo, evapotranspiration, etc. [Peteet 2000; Horton et al., 2010]. Therefore I
included the dynamic global vegetation module CLM-DGVM [Levis et al., 2004] in TraCE-21K, which "allows vegetation cover and structure to be simulated instead of prescribed from data". In CLM-DGVM, "annual (or slow) processes include the update of vegetation biogeography and structure. The plant-atmosphere exchange of carbon (in the form of $\mathrm{CO}_{2}$ ) occurs at a sub-hourly time step. Plant phenology is calculated daily". The dynamic vegetation module helps us compare the transient simulation directly with vegetation indicators, such as the pollen records. It also helps with the study of the ecological evolution during the last deglaciation. The equilibrium LGM simulation with CLM-DGVM was integrated for 1,800 years to reach the equilibrium.

### 2.5 TraCE-21K between LGM and 19 ka: the role of transient orbital forcing

The transient forcing of GHG and orbital variations spanning from 22 ka to 0 ka was turned on at the year 1,700 of the equilibrium LGM/CLM-DGVM simulation. Between 22 and 19 ka , all ice sheets were kept at the LGM condition (Table 2) and the change of GHGs is minimal (Fig. 11 A ). As a result, the transient climate evolution during these 3,000 years is dominated by the orbital forcing (Fig. 2). The Northern Hemisphere and Tropics share similar features of the insolation changes, with the increase of insolation during the local spring and summer and the decrease of insolation during local fall and winter (Fig. 2 A1-A3). Furthermore, the insolation change is much larger during local spring and fall than local summer and winter: there is $11 \sim 14 \mathrm{~W} \mathrm{~m}^{-2}$ increase during local spring, but only less than $3 \mathrm{~W} \mathrm{~m}^{-2}$ increase during local summer; there is $7 \sim 12 \mathrm{~W} \mathrm{~m}^{-2}$ reduction during the local fall, but only less than $4 \mathrm{Wm}^{-2}$ during local winter. However, the response of SAT to the changes of the insolation shows nonlinear responses in seasons: even though the increase of the local summer insolation is much less than local spring insolation, there are slightly larger changes in local summer SAT than in local
spring SAT in the Northern Hemisphere and Tropics (Fig. 2 A1-A3 vs. B1-B3). The spatial distribution of the SAT changes between 19 and 22 ka also shows larger warming during local summer than local spring, with over $3^{\circ} \mathrm{C}$ warming in Arctic and Eurasian in local summer versus less than $2{ }^{\circ} \mathrm{C}$ warming in local spring (Fig. 3 A 2 and A3). A similar non-linear response is also observed in local winter and fall, with larger SAT changes in local winter than local fall in Tropics and similar changes in local fall and local winter in Northern Hemisphere extratropical regions, despite the fact that the decrease of the local winter insolation is much less than that of local fall in these regions (Fig. 2 A1-A3 vs. B1-B3). The nonlinear response of the SAT to the seasonal insolation change can be attributed to the sea ice change in the Arctic and the snow change in Eurasian, which persists from the local spring/fall to the local summer/winter [Stott et al., 2007]. With the amplifications by the positive feedbacks from ice albedo and vegetation, the SAT changes can be much larger during local summer and winter than local spring and fall.

The changes of the insolation in southern hemisphere mid-latitude and polar regions are about half of the size of their Northern Hemisphere counterparts, with $5-7 \mathrm{~W} \mathrm{~m}^{-2}$ increase during local summer (DJF) and fall (MAM), and $7 \mathrm{~W} \mathrm{~m}^{-2}$ reductions during local spring (SON). As a result, the southern hemisphere mid-latitude is the region with the smallest SAT changes from 22 to 19 ka . In the Antarctic, SAT increases in all four seasons, amounting to $\sim 0.5^{\circ} \mathrm{C}$ at 19 ka , with the warming during the warm seasons (SON and DJF) is slightly less than that from the cold season. In contrast, the warming of Northern Hemisphere polar region reaches 0.6 to 0.9 during the warm season (MAM and JJA). Overall, the largest warming at the end of the LGM, which amounts to over $3^{\circ} \mathrm{C}$, is extensively located in Northern Hemisphere extratropical regions during the Northern Hemisphere summer (JJA) (Fig. 3). The largest warming in southern hemisphere
occurs during local fall (MAM), with mild warming (less than $2{ }^{\circ} \mathrm{C}$ ) in the small fraction of the Southern Ocean around the Antarctica (Fig. 3). Our modeling results thus support the Milankovitch theory that the glacial-interglacial transition is triggered by the increase of the Northern Hemisphere summer insolation [Milankovitch, 1941]. For the case of the last deglaciation, our transient simulation demonstrates that the last deglaciation originates from Northern Hemisphere due to its larger increase of high latitude spring-summer insolation. The Northern Hemisphere warming is further enhanced by the larger proportion of land area, resulting in more widespread warming over the Northern Hemisphere than its southern hemisphere counterpart. The Northern Hemisphere summer warming at the end of the LGM in the transient simulation is consistent with the early retreat of the Scandinavian Ice Sheet [Clark et al., 2009] as well as the early reactivation of European rivers [Menot et al., 2006], which probably provided one of the first pulses of Northern Hemisphere meltwater (NHMW) at the onset of the last deglaciation. However, a more thorough test of the Milankovitch theory, with the full complexity of insolation, greenhouse gases and deglacial warming, needs to be performed using the next-generation climate models with both interactive ice sheet module and biogeochemical module.

### 2.6 The sensitivity of AMOC and Greenland temperature to meltwater forcing

### 2.6.1 The sensitivity to locations of meltwater forcing

Since both the location and the rate of the meltwater discharge have substantial uncertainties during the last deglaciation, I need to derive the meltwater forcing based on the reconstructions of its impact on climate. In this regards, I use the reconstructions of Greenland SAT [Cuffey and Clow, 1997], the AMOC [McManus et al., 2004] and the sea level rise [Peltier, 2004; Clark and Mix, 2002; Clark et al., 2009] as the main constraints for the meltwater forcing,
with further constraints from geological indicators of ice sheet retreat and meltwater discharge [Clark et al., 2002; Clark et al., 2004; Licciardi et al., 1999; Clark et al., 2001; Carlson et al., 2007; Carlson, 2008; Carlson et al., 2009; Clark et al., 2009; Carlson, 2009; Obbink et al., 2010].

In order to translate the climate impacts into the meltwater forcing, I need to know the sensitivity of the AMOC and Greenland SAT to the location and magnitude of meltwater forcing (Figs. 4 and 5). In this study, I consider eight locations for meltwater discharge (Fig. 4B and Table 3). With 0.1 Sv ( Sv , Sverdrup. $1 \mathrm{~Sv}=10^{6} \mathrm{~m}^{3} \mathrm{~s}^{-1}$ ) meltwater forcing during the LGM, the Beaufort Sea/Mackenzie River discharge, Nordic Sea, and $50-70^{\circ} \mathrm{N}$ of North Atlantic are the three regions with the largest sensitivity among the eight study regions. In less than 300 years, the AMOCs with 0.1 Sv meltwater forcing in these three regions reduce by over $50 \%$ from 12.5 to 6 Sv . When meltwater is discharged from St. Lawrence River, the AMOC reduces by $44 \%$ from 12.5 to 7 Sv . Meltwater discharge into Gulf of Mexico can reduce AMOC by $36 \%$ from 12.5 to 8 Sv . The sensitivity of AMOC to the meltwater discharge is very small in the Southern Ocean, with less than 1 Sv AMOC reduction forced by the 0.1 Sv meltwater discharge in either Ross Sea or Weddell Sea.

The lower sensitivity of AMOC to Southern Ocean meltwater forcing is consistent with the results from other Coupled General Circulation Model (CGCM) [Stouffer et al., 2007; Seidov et al., 2005], but inconsistent with the results from Ocean General Circulation Models (OGCM) and EMICs (Earth system Model of Intermediate Complexity) [Seidov et al., 2001; Weaver et al., 2003], which found that a Southern Ocean meltwater forcing can result in the strengthening of AMOC. The evolution of the upper ocean salinity anomaly is responsible for the different responses to the Southern Ocean meltwater forcing [Seidov et al., 2005]. In OGCM and EMICs,
the low salinity anomaly is prescribed in the Southern Ocean as the boundary condition for the ocean model. Therefore, the results from OGCM and EMICs are essentially the equilibrium solution with unlimited freshwater forcing. While in CCSM3 and other CGCMs, the low salinity anomaly results from the freshwater discharge and therefore can spread freely in the global ocean. When this low salinity anomaly reaches the North Atlantic Ocean, it slows down the AMOC. In this respect, the evolution of the upper ocean salinity anomaly in CGCMs is more suitable for the transient simulation of the response of climate system to the meltwater discharge from ice sheet retreats during the last deglaciation. However, the CGCM (NCAR-CCSM3) employed in TraCE-21K cannot simulate the sudden resumption of AMOC at the onset of BA via the Antarctic meltwater discharge during mwp-1A [Weaver et al., 2003]. A new mechanism for the BA warming needs to be explored.

In the Gulf of Mexico, the meltwater discharge through the Mississippi River is less effective than that from the more northerly sources, e.g. the $50-70^{\circ} \mathrm{N}$ of the North Atlantic. The higher sensitivity of AMOC to the high latitude meltwater forcing is consistent with the results from high-resolution (T42_gx1) NCAR-CCSM3 [Otto-Bliesner and Brady, 2010], but is in disagreement with the EMIC result from CLIMBER-3a [Goelzer et al., 2006], which found larger sensitivity of the AMOC to meltwater discharge in the Tropics than high latitude North Atlantic. The reason for this difference is unclear.

The eight study regions display a general trend of lower sensitivity of AMOC to the meltwater forcing in more southerly latitudes. The dependence of the AMOC sensitivity on the locations of meltwater discharge supports the hypothesis that changes in meltwater routing may be the mechanism for the abrupt climate change, such as that during YD. Recent studies have
reported the evidence of YD meltwater discharge from the Laurentide Ice Sheet to both the east via the St. Lawrence River [Carlson et al., 2007] and the north via the Mackenzie River [Murton et al., 2010]. The sensitivity result in CCSM3 does not resolve this discrepancy but suggests that the north route is more effective in slowing down the AMOC.

The sensitivity of SAT to the location of the meltwater forcing is generally similar to the AMOC, with low sensitivity to the meltwater forcing in the Southern Ocean, intermediate sensitivity in the Gulf of the Mexico and St. Lawrence River and high sensitivity in the Arctic, Nordic Sea and $50-70^{\circ} \mathrm{N}$ of the North Atlantic (Fig. 5). The SAT sensitivity differences between the meltwater forcing of Gulf of the Mexico and St. Lawrence River is quite small, which suggests that rerouting meltwater from the Gulf of the Mexico to St. Lawrence River [Broecker et al., 1989] is not capable of producing abrupt climate changes. Over Greenland, 0.1 Sv meltwater forcing in Southern Ocean, Tropics/St. Lawrence River and high latitude regions results in the reduction of SATs of $0,3.5,5.0^{\circ} \mathrm{C}$. For Northern Hemisphere and global average temperatures, the reduction of the SAT is $0.12,0.9,1.2$ and $0.1,0.35,0.40$ in the low, intermediate and high sensitivity regions, respectively.

### 2.6.2 The sensitivity to magnitudes of meltwater forcing

In order to translate the climate impacts into the meltwater forcing, I also need to know the sensitivity of the AMOC and Greenland SAT to the magnitude of meltwater forcing. I choose 3,9 and $33 \mathrm{~m} / \mathrm{kyr}(1 \mathrm{~m} / \mathrm{kyr}=0.0115 \mathrm{~Sv} ; 1 \mathrm{~m} / \mathrm{kyr}$ refers to 1 meter of equivalent global sea level rise per thousand year) as the three scenarios of meltwater discharge in $50-70^{\circ} \mathrm{N}$ of the North Atlantic. Based on the estimate of $120 \sim 135 \mathrm{~m}$ of sea level rose between 19 and 6 ka , the average rate of sea level rise through the last deglaciation was $9 \mathrm{~m} / \mathrm{kyr}(\sim 0.1 \mathrm{~Sv})$. On the other hand, the
sea level rise at the rate of $33 \mathrm{~m} / \mathrm{kyr}$ approximates the rate of the sea level rise during the abrupt sea level rise events, such as the 19 ka event and the meltwater pulse la (mwp-1A): during the 19ka event, sea level rose $10 \sim 15 \mathrm{~m}$ in 100~500 years [Clark et al., 2004], and in mwp-1A, sea level rose 20 m in $300 \sim 500$ years [Fairbanks, 1989]. We use $3 \mathrm{~m} / \mathrm{kyr}$ freshwater forcing as the representative for scenarios with weak meltwater discharge.

AMOC reduces by $1.5(12 \%), 6.5(52 \%)$ and $10 \mathrm{~Sv}(80 \%)$ and Greenland SAT drops by 1,5 and $7{ }^{\circ} \mathrm{C}$ with the small, intermediate and large magnitude of the meltwater forcing (Fig. 6). There appears to be a quasi-linear relationship between the drop of the AMOC and the reduction of the SAT over the Summit Greenland (see section 2.9.3). It takes 200 to 300 years for the AMOC to reach equilibrium, and similar adjustment time is also found in the sensitivity runs for the study regions in the Northern Hemisphere (Fig. 4). At the LGM, the AMOC streamfunction (a function of latitude and depth for volume transport of the zonally averaged flow) shows that over 12-Sv clockwise circulation is associated with the NADW in the top two kilometers and over 6 Sv anti-clockwise circulation is associated with AABW below two kilometers (Fig. 7). The $3 \mathrm{~m} / \mathrm{kyr}$ meltwater forcing doesn't change the pattern of the AMOC streamfunction, but the $9 \mathrm{~m} / \mathrm{kyr}$ forcing shoals the circulation of NADW by $\sim 300$ meters. The $33 \mathrm{~m} / \mathrm{kyr}$ forcing induces a near-total collapse of AMOC, with only 2 Sv circulation of NADW confined between 600 and 1600 meters below surface. Note that there is also a significant reduction in AABW (negative value between 2 and 5 km in Fig. 7) in the $33 \mathrm{~m} / \mathrm{kyr}$ scenario, presumably due to the meltwater transport from the North Atlantic to the Southern Ocean.

### 2.7 TraCE-21K simulation of H1

The AMOC reconstruction [McManus et al., 2004] suggests AMOC started to decrease at $\sim 19 \mathrm{ka}$ and reached the near-collapse state during Heinrich event 1 (H1) at $\sim 17 \mathrm{ka}$. In the sensitivity experiment (Fig. 6), AMOC collapses with the meltwater forcing between 9 and $33 \mathrm{~m} / \mathrm{kyr}$. In TraCE-21K, I adopted the following plausible meltwater discharge scheme (TraCEH1 in Table 4): a constant $3 \mathrm{~m} / \mathrm{kyr}$ meltwater goes into the North Atlantic between 19.0 and 18.4 ka. Between 18.5 and 17.5 ka , the total meltwater discharge ramps up to $10 \mathrm{~m} / \mathrm{kyr}$, with the North Atlantic and Gulf of Mexico each sharing half of the discharge. Between 17.5 and 17 ka , meltwater in the North Atlantic is increased from 5 to $15 \mathrm{~m} / \mathrm{kyr}$ (Fig. 8). With this scheme, the total sea level rise between 19 and 17 ka in $\operatorname{TraCE}-21 \mathrm{~K}$ amounts to 15 m , in agreement with the $17 \pm 5 \mathrm{~m}$ estimate from sea level reconstructions [Yokoyama et al., 2000]. With a total rate of $20 \mathrm{~m} / \mathrm{kyr}$ NHMW discharge by 17 ka , AMOC in the model decreases to $\sim 3 \mathrm{~Sv}$, close to the minimum AMOC of 2.5 Sv found in the experiment with $33 \mathrm{~m} / \mathrm{kyr}$ NHMW. With the reduction of AMOC from the LGM level to the near-collapse state at H , the simulated Greenland SAT drops $5.5^{\circ} \mathrm{C}$ within 2,000 years, agreeing with the GISP2 SAT reconstruction and suggesting that the model has good regional climate sensitivity in Greenland during HS1.

Because of the fast adjustment of AMOC to the meltwater forcing, our model has difficulty in reconciling a scenario of abrupt sea level rise caused by 19-ka NHMW discharge with the observed trends in AMOC and Greenland SAT between 19 and 17 ka . In the sensitivity experiment DGL-19ka simulation (blue lines in Fig. 8), the imposition of an instantaneous meltwater pulse of $33 \mathrm{~m} / \mathrm{kyr}$ at 19 ka induces a near-total collapse of AMOC at 18.7 ka and a 7 degree plummet of the Greenland SAT around 18.7 ka . Both the simulated reductions of AMOC
and Greenland SAT under the scenario of abrupt NHMW discharge at 19 ka are at least 1,000 years earlier than the corresponding observations [Cuffey and Clow, 1997; McManus et al., 2004] (Fig. 8 B and C). There are four possible reasons for the inconsistency between the 19 ka sea level rise and our simulations. First, the sensitivity of the AMOC to the meltwater forcing in $50-70^{\circ} \mathrm{N}$ of the North Atlantic might be too high in the model. Second, the meltwater discharge might go to other regions in the Northern Hemisphere with less impact on the AMOC. Third, there might be a non-linear relationship between AMOC and the rate of the sea level rise that is not captured by the model. Fourth, the meltwater discharge for the 19 ka abrupt sea level rise might come from the melting of the Antarctic.

### 2.8 AMOC hysteresis

The proxy data suggest that the AMOC stayed in a state of near-collapse between the H 1 and the onset of the BA , while Greenland SAT returned to the LGM level during the cooling following H1 (Fig. 8). At the onset of the BA, AMOC abruptly recovered to the LGM level and Summit Greenland experienced one of the most abrupt climate changes during the last deglaciation, with SAT abruptly increasing by $\sim 13{ }^{\circ} \mathrm{C}$ in less than 150 years. According to box model and EMIC simulations, the abrupt changes of the AMOC can be attributed to a hysteresis behavior that involves multiple equilibriums, thresholds, and nonlinear responses to the meltwater discharges [Stommel, 1961; Stocker and Marchal, 2000; Rahmstorf et al., 2005]. Under this conceptual framework, even a smooth meltwater forcing can cause the AMOC to change abruptly from one equilibrium to another if thresholds are passed. An earlier modeling study with EMIC has suggested that the continuation of the 2,000-year near-collapse state followed by the sudden resumption of AMOC at the BA onset can be attributed to the hysteresis
of AMOC [Weaver et al., 2003]. In this study, the near-collapse of the AMOC at $\sim 17$ ka pushes AMOC into a new stable state, where it remains even when the meltwater in the North Atlantic is totally switched off. For this particular EMIC model, the threshold of AMOC hysteresis can only be reached by further increase of the northward density gradient. Weaver et al. [2003] managed to increase the northward density gradient by freshwater flux discharge into the Southern Ocean, which eventually push the northward density gradient to pass the threshold of AMOC hysteresis and trigger the sudden resumption of AMOC at the onset of BA. One advantage of invoking AMOC hysteresis between H 1 and the onset of BA is to reconcile the AMOC and sea level reconstructions during this period. Between H 1 and the onset of BA , sea level plateaued, suggesting minimal meltwater discharge during this period, yet AMOC did not recover during this time period (Fig. 8). The hysteresis of AMOC can provide a plausible solution to maintain the near-collapse state of the AMOC between 17 and 15 ka . However, the hysteresis structure is highly model-dependent [Manabe and Stouffer, 1999]. Furthermore, current state-of-art global climate models fail to exhibit hysteresis behavior and multi-equilibriums [Stouffer et al., 2006; Yin and Stouffer, 2007], leaving open the question whether hysteresis is a fundamental feature of the real-world AMOC as suggested by EMICs, or not as suggested in current CGCMs [Liu et al., 2009].

I performed four sensitivity experiments (Table 5) at 17 ka to find the optimal meltwater discharge to keep AMOC in the near-collapsed state (Fig. 9). In DGL-17ka-A, meltwater ramps up from 20 to $40 \mathrm{~m} / \mathrm{kyr}$ between 17 and 16 ka . The doubling of the meltwater forcing results in 1.5 Sv reduction of the AMOC from 3.5 Sv to 2.0 Sv , suggesting that the impact of meltwater discharge on the reduction of the AMOC already saturates at the level of $20 \mathrm{~m} / \mathrm{kyr}$. In DGL-
$17 \mathrm{ka}-\mathrm{B}$, meltwater ramps down from 20 to $12.5 \mathrm{~m} / \mathrm{kyr}$ between 17 and 16 ka . AMOC drops $\sim 0.5$ $S v$ in the first few hundred years before it starts to slowly increase due to the reduction of the meltwater forcing. In DGL-17ka-C, the meltwater in the Gulf of the Mexico is switched off at 17 ka , leaving $15 \mathrm{~m} / \mathrm{kyr}$ meltwater discharge in the North Atlantic as the only NHMW. AMOC increases by a few tens Sv, and stays in the near-collapsed state between 17 and 16 ka in this scheme. DGL-17ka-C suggests $15 \mathrm{~m} / \mathrm{kyr}$ NHMW discharge in the North Atlantic is capable of keeping AMOC in the near-collapse state. In DGL-17ka-D, NHMW discharge reduces by 10 $\mathrm{m} / \mathrm{kyr}$ at 17 ka , with the switch-off of the $5 \mathrm{~m} / \mathrm{kyr}$ meltwater from the Gulf of the Mexico and another $5 \mathrm{~m} / \mathrm{kyr}$ reduction in the North Atlantic. AMOC increases quickly from 3.5 Sv to 5.5 Sv in 300 years, suggesting that $10 \mathrm{~m} / \mathrm{kyr}$ NHMW discharge is not sufficient to keep the AMOC in the near-collapsed state. In all cases, the Greenland summit temperature reverses the cooling trend since 19 ka and starts to rise at 17 ka , presumably as the result of the deglacial rise of the atmospheric $\mathrm{CO}_{2}$ (Fig. 11 A ).

Because the reduction of AMOC saturates around $15 \mathrm{~m} / \mathrm{kyr}$, the meltwater forcing of $40 \mathrm{~m} / \mathrm{kyr}$ is more than adequate to keep AMOC in its minimum level within the range of reasonable NHMW. If the AMOC in CCSM3 has hysteresis, the $40 \mathrm{~m} / \mathrm{kyr}$ NHMW discharge should have switched the AMOC from the "active" to the "off" mode, and the AMOC can maintain the "off" mode as long as the reduction of the NHMW does not pass the threshold. Two sensitivity experiments (Fig. 10 and Table 5) were performed to test the hypothesized threshold value. In DGL-16ka-A and DGL-16ka-B, NHMW discharge reduces from $40 \mathrm{~m} / \mathrm{kyr}$ to 0 and 10 $\mathrm{m} / \mathrm{kyr}$, respectively. In both cases, the reduction of the NHMW results in the immediate rebound of the AMOC, with 2 Sv increase of the AMOC in 100 years in DGL-16ka-A and 1.5 Sv
increase in 300 years in DGL-16ka-B. The increase of Greenland SAT in both cases is not substantial, but might get larger if both sensitivity experiments are extended further. The quick rebounds of AMOC under 0 and $10 \mathrm{~m} / \mathrm{kyr}$ NHMW discharge suggest either there is no hysteresis in CCSM3, or the threshold for hysteresis is higher than $10 \mathrm{~m} / \mathrm{kyr}$. In either situation, CCSM3 cannot keep AMOC in near-collapsed state between H1 and BA without inducing substantial sea level rise.

### 2.9 TraCE-21K simulation between H1 and BA

Based on the responses of AMOC to the different magnitude of meltwater forcing in the four sensitivity experiments, I opted to use two meltwater schemes for TraCE-21K between H1 and BA (Fig. 11). The first scheme (TraCE-BA, same as DGL_A in Liu et al. [2009]) is the extension of DGL-17ka-C with $15 \mathrm{~m} / \mathrm{kyr}$ meltwater discharge in the North Atlantic (Tables 4 and 5). The meltwater discharge switches off at 14.67 ka to set off the abrupt resumption of the AMOC at the onset of BA. In the second scheme (DGL-H1-BA), the $20 \mathrm{~m} / \mathrm{kyr}$ meltwater discharge in both the North Atlantic and Gulf of Mexico ramps down to $0 \mathrm{~m} / \mathrm{kyr}$ between 17 and 14.2 ka (Table 5). On average, the magnitude of NHMW discharge in DGL-H1-BA is $10 \mathrm{~m} / \mathrm{kyr}$, which is $5 \mathrm{~m} / \mathrm{kyr}$ weaker than that from TraCE-BA. As a result, the sea level rise in DGL-H1-BA is more than 10 m smaller than that in TraCE-BA between H 1 and the onset of BA (Fig. 11).

Atmospheric $\mathrm{CO}_{2}$ increased by 35 ppmv from 190 to 225 ppmv between H 1 and BA , which is half of the deglacial $\mathrm{CO}_{2}$ rise during the last deglaciation, when atmospheric $\mathrm{CO}_{2}$ increased from 190 ppmv to 260 ppmv between the LGM and early Holocene. The $\mathrm{CO}_{2}$ rise accounts for most of the $-3.5{ }^{\circ} \mathrm{C}$ increase of the Greenland SAT from -48.5 to $-45^{\circ} \mathrm{C}$ in TraCEBA between H 1 and BA, in which AMOC is kept in the off mode (Fig. 11).

### 2.9.1 The AMOC overshoot

In TraCE-BA, AMOC stays in the near-collapsed mode between H1 and BA, consistent with the AMOC reconstruction. Immediately after the switch-off of the meltwater discharge at the onset of the BA (14.67 ka), AMOC starts to rebound (Fig. 11 and 13). In $\sim 350$ years, AMOC increases from 3 to 19 Sv . The recovery of the AMOC occurs in two stages [Renold et al., 2010], with full recovery of AMOC to the LGM level in the first stage and the overshoot of AMOC in the second stage (red in Fig. 13 B ). The overshoot of the AMOC is defined as the increased strength of the AMOC that is over the LGM level ( $\sim 12.5 \mathrm{~Sv}$ ). The rate of the AMOC recovery in the first stage has a good agreement with the AMOC reconstruction using ${ }^{231} \mathrm{~Pa} /{ }^{230} \mathrm{Th}[\mathrm{McManus}$ et al., 2004] (red in Fig. 13 B). At the onset of BA, the simulated Greenland SAT increases abruptly as a result of the rapid resumption of the AMOC. In $\sim 350$ years, it increases by $\sim 13{ }^{\circ} \mathrm{C}$ from -45 to $-32{ }^{\circ} \mathrm{C}$, and exhibits excellent agreement with the SAT reconstructions in terms of the amplitude of the abrupt warming (red in Fig. 13 C ). However, the rate of the simulated Greenland warming is about $40 \%$ slower than that from the reconstruction, which shows the abrupt warming over Greenland occurred in $\sim 200$ years.

The overshoot of the AMOC at the onset of the BA is not recorded in AMOC reconstruction using ${ }^{231} \mathrm{~Pa} /{ }^{230} \mathrm{Th}$ at a site near Bermuda Rise in the deep western subtropical Atlantic [McManus et al., 2004], but is recorded in the flow speed reconstruction of the NADW through grain size distribution near Eirik Drift south of the Greenland [Stanford et al., 2006]. The two records may be discrepant because the resolution of the grain size record during BA is higher than the ${ }^{231} \mathrm{~Pa} /{ }^{230} \mathrm{Th}$ record, which possibly misses the overshoot signal at the onset of BA.

Alternatively, the overshoot of AMOC might be restricted to the high-latitudes, and so is only recorded in high latitude proxies.

The AMOC overshoot is further investigated in another three sensitivity experiments, DGL-Overshoot-A, DGL-Overshoot-B and DGL-Overshoot-C (Figs. 12, 13 and Table 5) to shed light on the processes that control its magnitude as well as the abruptness. DGL-Overshoot-C is the extension of the BA simulation of TraCE-21K (TraCE-BA) from 14.35 to 13.0 ka to show the results from AMOC overshoot to its final equilibrium state. DGL-Overshoot-A and DGL-Overshoot-B are similar to DGL-Overshoot-C, but the collapse and overshoot of the AMOC started $\sim 4,000$ and $\sim 2,000$ years earlier than DGL-Overshoot-C (Fig. 12). In all of the above sensitivity experiments, the sudden switch-off of the meltwater discharge induces rapid resumption of the AMOC and abrupt increase of the Greenland SAT. In addition, AMOCs in all three cases overshoot the LGM level at the peak of the resumption. After the overshoot, AMOC starts to decrease and takes between 500 and 100 years to reach equilibrium. The final AMOC equilibrium is the same as the LGM in DGL-Overshoot-A, but significantly stronger in DGL-Overshoot-B and DGL-Overshoot-C. The reason for the different equilibriums is presumably due to deglacial atmosphere $\mathrm{CO}_{2}$ forcing, which is at the LGM level in DGL-Overshoot-A, but significantly stronger in the other two experiments.

Greenland SAT increases abruptly when AMOC recovers in the three sensitivity experiments (Figs. 12 and 13). Only in DGL-Overshoot-C does the simulated Greenland SAT achieve the level of the warming recorded in reconstructions. The other two experiments fail to reach the level of warming mainly because of the lack of the precondition of the deglacial $\mathrm{CO}_{2}$
rise before the abrupt warming, which amounts to $3 \sim 5^{\circ} \mathrm{C}$ warming between H 1 and the onset of BA in TraCE-BA and DGL-Overshoot-C (Fig. 11 D and Fig. 12 C).

In order to compare the amplitude and the rate of overshoot in the three cases, I line up the simulation results in DGL-Overshoot-A and DGL-Overshoot-B with that in DGL-OvershootC, such that the onset of the AMOC and SAT resumption occurs at the same time (Fig. 13). Due to the increase of the $\mathrm{CO}_{2}$, the simulated SAT also needs to be increased by $\sim 5{ }^{\circ} \mathrm{C}$ for the resumption to start with the same initial value. It takes 390,500 and 550 years for the AMOCs to reach maximum of $19,17.5$ and 17 Sv in the three sensitivity runs. Given the LGM AMOC strength of 12.5 Sv , the overshoot of AMOC is $6.5,5.0$ and 4.5 Sv , or $52 \%, 40 \%$ and $36 \%$ of the LGM strength. This result suggests that the rate and the final amplitude of the AMOC resumption is dependent on the history of the meltwater forcing, with faster recovery and larger AMOC overshoot in the simulations that undergo longer meltwater forcing. Compared with the AMOC in DGL-Overshoot-A, the faster recovery and larger overshoot in DGL-Overshoot-B and DGL-Overshoot-C might result from the following two reasons. First, the magnitude of deep and subsurface ocean warming increases along with meltwater forcing (see section 3.4). With larger warming of the subsurface ocean, the stability of the water column reduces and is prone to deeper convection than before. The intensified convection results in a larger overshoot for DGL-Overshoot-B and DGL-Overshoot-C. Secondly, the longer meltwater forcing in DGL-OvershootB and DGL-Overshoot-C is also accompanied by the increase of the atmospheric $\mathrm{CO}_{2}$ and higher temperatures, which results in the sea ice retreats in the North Atlantic and Nordic Sea and exposes water surfaces that is prone to open ocean convections. With more locations for deep ocean convection, AMOC overshoots its LGM value after the meltwater discharge disappears.

After the switch-off of the meltwater flux, the warming of the Greenland SAT reaches 11, 12 and $13{ }^{\circ} \mathrm{C}$ when the AMOC overshoots reach the maximum in the three sensitivity experiments. The $13{ }^{\circ} \mathrm{C}$ warming in TraCE-BA/DGL-Overshoot-C is consistent with GISP2 Greenland SAT reconstruction. In TraCE-BA/DGL-Overshoot-C, $7^{\circ} \mathrm{C}$ warming occurs during the stage of AMOC recovery and $6{ }^{\circ} \mathrm{C}$ warming occurs during AMOC overshoot, suggesting the AMOC overshoot is as important as AMOC recovery in CCSM3 in simulating the abrupt warming of Greenland SAT on the onset of BA warming.

### 2.9.2 The AMOC hysteresis loop between 19 ka and BA

In TraCE-21K, the ramped increase of meltwater forcing between 19 ka and H 1 , together with the ramped reduction of meltwater forcing in the second scheme (DGL-H1-BA, see Table 5) for the simulation between H 1 and BA , forms the forcing for the investigation of the hysteresis of AMOC. Between H 1 and BA, the meltwater reduces from 20 to $0 \mathrm{~m} / \mathrm{kyr}$ in 2800 model years, which is equivalent to the ramped reduction of meltwater forcing of 0.08 Sv per 1,000 years. Compared with the EMIC study [Rahmstorf et al., 2005], which uses the ramped reduction of meltwater forcing of 0.05 Sv per 1,000 model years, the ramped forcing in our simulation is $60 \%$ faster. I argue that the faster reduction of the meltwater is more appropriate in TraCE-21K, because it is consistent with AMOC reconstruction between H 1 and BA.

The recovery of simulated AMOC in DGL-H1-BA (Fig. 11, blue) is not linearly dependent on the ramped reduction of the meltwater forcing, and exhibits two stages of abrupt
increases at 15.4 ka with $\sim 10 \mathrm{~m} / \mathrm{kyr}$ meltwater forcing and at 14.6 ka with $\sim 3 \mathrm{~m} / \mathrm{kyr}$ meltwater forcing. Between 17 and 15.4 ka , the simulated AMOC recovers slowly and the modeled Greenland SAT isn't substantially different from that in TraCE-BA (red in Fig. 11). The abrupt increase of the simulated AMOC at 15.4 ka in DGL-H1-BA results in the divergence of AMOC and SAT simulation between TraCE-BA and DGL-H1-BA. It is unexpected that the divergence between TraCE-BA and DGL-H1-BA disappears at 14.6 ka , when the trajectory of the simulated AMOC and SAT in DGL-H1-BA crosses that in TraCE-BA. It is even more surprising that the simulated AMOC and SAT in DGL-H1-BA increase abruptly at the onset of the BA, similar to that in TraCE-BA. The overshoot of simulated AMOC in DGL-H1-BA is about 1.5 Sv smaller than that in TraCE-BA, and the simulated warming of the Greenland summit is 1 degree weaker in DGL-H1-BA as well.

The recovery of AMOC to the ramped meltwater forcing was also investigated in another sensitivity experiment DGL-H1-BA-2 with larger rate of meltwater reduction (Fig. 14). Similar to DGL-H1-BA, the simulated AMOC and Greenland SAT abruptly increase when meltwater discharges reduce to $10 \mathrm{~m} / \mathrm{kyr}$, suggesting that $10 \mathrm{~m} / \mathrm{kyr}$ freshwater forcing might be a threshold for AMOC in CCSM3. But there is no second abrupt increase of AMOC and Greenland SAT in DGL-H1-BA. As a result, AMOC and SAT almost increase linearly with the reduction of the meltwater after $10 \mathrm{~m} / \mathrm{kyr}$. When the meltwater fades away, the AMOC in DGL-H1-BA-2 reaches 17.5 Sv, similar to that in DGL-H1-BA. However, the maximum of Greenland SAT in DGL-H1-BA-2 is $\sim 2{ }^{\circ} \mathrm{C}$ smaller than DGL-H1-BA, presumably due to the smaller deglacial $\mathrm{CO}_{2}$ rise in DGL-H1-BA-2.

The hysteresis curves between AMOC and meltwater in DGL-H1-BA and DGL-H1-BA2 confirm that CCSM3 shows only a weak hysteresis (Fig. 15). In both cases, AMOC decreases almost linearly with the increase of the meltwater forcing before AMOC reaches its minimum. In DGL-H1-BA-2, when AMOC reduces to its minimum of $\sim 3 \mathrm{~Sv}$, the response of AMOC to meltwater forcing saturates, and stays at $\sim 3 \mathrm{~Sv}$ even though meltwater keeps increasing. Compared with the hysteresis curve from EMIC studies [Rahmstorf et al., 2005], the hysteresis curve in CCSM3 lacks the abrupt reduction of AMOC when the increase of the meltwater forcing exceeds certain threshold.

Although the simulated response of AMOC to the reduction of the meltwater forcing shows only weak hysteresis, it is nonlinear. Both hysteresis curves exhibit abrupt increase of AMOC when meltwater forcing drops below $10 \mathrm{~m} / \mathrm{kyr}$ or 0.11 Sv . In addition, when meltwater is fading away, there is also another abrupt increase of AMOC that is found only in the case with slower meltwater reduction. Compared with the hysteresis curve from EMIC studies [Rahmstorf et al., 2005], the CCSM3 hysteresis curve with meltwater forcing larger than $10 \mathrm{~m} / \mathrm{kyr}$ suggests CCSM3 does have double equilibriums, with abrupt transition occurring during the phase of AMOC increase. However, the double equilibriums in AMOC with meltwater forcing larger than $10 \mathrm{~m} / \mathrm{kyr}$ have negligible effect on Greenland SAT, which exhibit single equilibrium with meltwater forcing larger than $10 \mathrm{~m} / \mathrm{kyr}$ (Fig. 16). The abrupt increase of AMOC at $10 \mathrm{~m} / \mathrm{kyr}$ of meltwater forcing causes abrupt warming of Greenland SAT in both cases, with further abrupt warming near the end of the meltwater forcing in the slow meltwater reduction case.

### 2.9.3 The convective instability and abrupt AMOC changes

I attribute the abrupt increase of AMOC at $10 \mathrm{~m} / \mathrm{kyr}$ of meltwater forcing to convective instability, which is caused by the positive feedbacks that make convection self-sustaining once it has been established [Rahmstorf, 1995]. One of the positive feedbacks is the sea ice-open ocean convection feedback. Sea ice acts as the insulator between the polar cold air and the sea water, which prevents the surface ocean from becoming cold and dense as a result of heat exchange with the polar cold air. The retreat of the sea ice exposes new surface ocean that is prone to open ocean convection. The convection of the ocean increases the strength of AMOC and polarward heat transport that induces further sea ice retreat. The hysteresis curve between sea ice and meltwater forcing in DGL-H1-BA shows that the first abrupt increase of AMOC is solely associated with the abrupt reduction of the sea ice in North Atlantic region, while the second abrupt increase of the AMOC is solely associated with the abrupt sea ice reduction in the Nordic Sea (Fig. 17). In other words, the two-step recovery of AMOC is associated with twostep sea ice retreats, with sea ice retreat occurring first at the North Atlantic region and later in the Nordic Sea. The regional dependence of the AMOC recovery provides further support that the convective instability rather than the "Stommel" conveyor hysteresis [Stommel, 1961; Rahmstorf, 1995] is responsible for the abrupt increase of the AMOC under linearly varying meltwater forcing.

The hysteresis curve between AMOC and Greenland SAT shows there is strong linear dependence of Greenland SAT on the strength of AMOC (Fig. 18), which provides support that the variability of AMOC is the dominant control on deglacial variations in Greenland SAT. In both cases, there are two linear relationships between AMOC and Greenland SAT. When
meltwater is increasing, the relationship between Greenland SAT and AMOC in both cases can be expressed as

$$
\begin{equation*}
\mathrm{SAT}_{\text {Greenland summit }}=0.6 * \mathrm{AMOC}-46 \tag{eq.1}
\end{equation*}
$$

And during the phase of the meltwater reduction, the relationship becomes as

$$
\begin{align*}
& \operatorname{SAT}_{\text {Greenland summit }}=1.1 * \mathrm{AMOC}-47  \tag{eq.2}\\
& \mathrm{SAT}_{\text {Greenland summit }}=0.9 * \mathrm{AMOC}-46 \tag{eq.3}
\end{align*}
$$

in the slow and fast meltwater reduction case, respectively. The differences between the relationships in the meltwater reduction and increase phase presumably result from the $\mathrm{CO}_{2}$ rise during the phase of meltwater reduction, with orbital forcing playing a less important role.

### 2.10 TraCE-21K simulation of mwp-1A

The most rapid sea level rise during last deglaciation occurred during mwp-1A, when the global sea level rose by $\sim 20 \mathrm{~m}$ in less than 500 years [Weaver et al., 2003]. Because sea level data alone does not constrain the location of the meltwater, it is still under debate whether mwp1A originates from northern or southern hemisphere [Clark et al., 2002; Carlson, 2009; Weaver et al., 2003; Fairbanks, 1989; Peltier, 1994; Clark et al., 1996; Bassett et al., 2005]. Given that TraCE- 21 K has a reasonable simulation of BA , it is valuable in TraCE-21K to investigate whether northern versus southern sources of mwp-1A have different impacts on the AMOC and Greenland temperature.

Four sensitivity experiments are performed with the same initial condition, but different rates and locations of meltwater forcing (Fig. 19 and Table 5). DGL-Overshoot-C serves as a control run for mwp-1A, in which I did not impose any meltwater after BA to investigate the climate evolution without mwp-1A. In DGL-mwp-1A-A, all of the meltwater during the mwp1A is sourced from Northern Hemisphere with the duration of 300 years. In DGL-mwp-1A-B and DGL-mwp-1A-C, all of the meltwater during the mwp-1A is sourced from southern hemisphere with the duration of either 100 years or 300 years.

Without mwp-1A, the simulated AMOC in DGL-Overshoot-A gradually gets back from the BA overshoot to the level during the LGM, but still becomes 2 Sv stronger when AMOC approaches equilibrium 1,300 years after the overshoot during BA. The simulated Greenland SAT also gradually reduces by $2{ }^{\circ} \mathrm{C}$ from BA warming, and is $8.5^{\circ} \mathrm{C}$ warmer than the LGM at the end of BA period. Compared with proxy records, the scenario with no mwp-1A is in good agreement with AMOC reconstruction from GGC5 [McManus et al., 2004]. However, this scenario cannot simulate the Older Dryas cooling recorded in Greenland.

With mwp-1A solely sourced from the Northern Hemisphere, the simulated AMOC in DGL-mwp-1A-A rapidly reduced by 15 Sv from the BA overshoot to the level of 2.5 Sv , even weaker than the level during $\mathrm{H} 1(3.5 \mathrm{~Sv})$. The simulated Greenland SAT quickly drops by $9{ }^{\circ} \mathrm{C}$, following closely with the relationship between AMOC and Greenland SAT in eq. 1 during the phase of AMOC reduction. Compared with the proxy record, the scenario with all of mwp-1A sourced from Northern Hemisphere has a good agreement with Older Dryas cooling recorded in Greenland, but cannot simulate the vigorous AMOC recorded from GGC5 [McManus et al., 2004]. Alternatively, the $\mathrm{Pa} / \mathrm{Th}$ record at GGC5 might miss the rapid change of the AMOC
during Older Dryas due to the response time of $\mathrm{Pa} / \mathrm{Th}$ to AMOC changes as well as its lower resolution during this period.

With mwp-1A solely sourced from southern hemisphere with a duration of 100 years, the simulated AMOC and Greenland SAT in DGL-mwp-1A-B exhibits similar transient evolution as that with mwp-1A solely sourced from the Northern Hemisphere. The simulated AMOC rapidly reduces by 16 Sv from the BA overshoot to the level of 3.0 Sv . The simulated Greenland SAT quickly drops by $10^{\circ} \mathrm{C}$. Because it takes time for the meltwater to transport from the southern hemisphere to the North Atlantic to slow down the AMOC, the onset of the AMOC is delayed in these two experiments. However, both experiments exhibit similar rate of the AMOC and Greenland SAT reduction after the meltwater from the Southern Ocean reaches the North Atlantic [Seidov et al., 2005]. Because the duration of the meltwater discharge in DGL-mwp-1AB is only 100 years, AMOC quickly recovers after the meltwater in the Southern Ocean switches off, which induces the warming of the Greenland that mimics the rebound of the reconstructed Greenland SAT at the end of the Older Dryas.

The response of the AMOC and Greenland SAT to the meltwater discharge in the Antarctic strongly depends on the rate of meltwater input. With the same 20 m mwp- 1 A solely from southern hemisphere, but with the duration of 300 years, the reduction of simulated AMOC and Greenland SAT is only about $50 \%$ of its counterpart with meltwater solely from the Northern Hemisphere in DGL-mwp-1A-A. Notice that the reduction of AMOC to the Southern Ocean meltwater forcing is much larger in DGL-mwp-1A-B and DGL-mwp-1A-C than that in Fig. 4 , which is due to the fact that the magnitude of the meltwater discharge is 2.3 Sv and 0.76

Sv in DGL-mwp-1A-B and DGL-mwp-1A-C, respectively, much larger than the 0.1 Sv meltwater discharge shown in Fig. 4.

The results from the four sensitivity experiments suggest that, with fast discharge and large magnitude, the impact of a given amount of meltwater discharge in the southern hemisphere can be as significant as that in the Northern Hemisphere, and in the extreme case, can shut off the AMOC completely. Therefore, based on climate impact alone, it is also not possible to differentiate the origin of the mwp-1A between the Northern Hemisphere and southern hemispheres. Furthermore, there is also strong disagreement among proxy records during the mwp-1A. The AMOC reconstruction from Bermuda GGC5 [McManus et al., 2004] and other marine records [Clark et al., 1996; Bard et al., 2000; Waelbroeck et al., 1998] suggest AMOC does not slow down and there is not a significant meltwater discharge in the Northern Hemisphere during the mwp-1A, but the Greenland SAT reconstruction and the marine record southern of Iceland [Stanford et al., 2006; Thornalley et al., 2010] show the existence of meltwater discharge and AMOC slowdown during Older Dryas. The disagreement among the proxy data can be due to the resolution of the marine record, with the possibility that the short events like Older Dryas can be simply missed in the low-resolution reconstructions.

With the challenge of the disagreement of proxy data, I adopted in TraCE-21K the estimate from sea level fingerprinting and earth model studies that Antarctic could contribute as much as 15 m to the mwp-1A and the other 5 m came from the Northern Hemisphere [Clark et al., 2002; Bassett et al., 2005]. Two schemes of the meltwater discharge were applied to simulate the mwp-1A (Fig. 20, Table 4 and 5). The first scheme (TraCE-mwp-1A) mimics a 500 -year meltwater pulse in both hemispheres, and the rate of meltwater discharge in southern hemisphere
is three times of that in the Northern Hemisphere, such that 5 meter of mwp-1A came from north and 15 meter came from south. The second scheme (DGL-mwp-1A-D) is a simpler version of the first, with constant meltwater discharge in both hemispheres for 500 years and the rate of meltwater discharge in the south is three times of that in the north. In the first scheme with pulselike meltwater discharge, the reduction of the simulated AMOC and Greenland SAT to the mwp1 A is very similar to, but a bit less than that with mwp-1A solely from the Northern Hemisphere. The simulated AMOC reduces by 14 Sv from the BA overshoot to the level of 4.5 Sv , and the Greenland SAT reduces by $10^{\circ} \mathrm{C}$, which agrees with the SAT reduction during Older Dryas from GISP2 SAT reconstruction. In the second scheme with constant meltwater discharge, the reduction of the simulated AMOC and Greenland SAT to the mwp-1A is much less than that in the first "pulse-like" scheme. The simulated AMOC reduces by 11 Sv from the BA overshoot to the level of 8 Sv , and the Greenland SAT reduces by $7{ }^{\circ} \mathrm{C}$, which is $30 \%$ less than the $\sim 11{ }^{\circ} \mathrm{C}$ SAT reduction during Older Dryas from GISP2 SAT reconstruction. The larger reduction of the AMOC results from the larger amplitude of meltwater discharge in the pulse-like case. Note that both the pulse-like scheme and the constant meltwater discharge scheme release the same amount of meltwater in the same number of years (500), but the responses of AMOC and Greenland SAT in these two schemes still differ. The dependence of AMOC on the maximum amplitude of meltwater discharge suggests that high-resolution as well as high-precision reconstruction of meltwater discharge is needed to relate AMOC to the meltwater discharge. Since the pulse-like scheme for mwp-1A has a better simulation of the Older Dryas, I adopted this scheme to simulate the climate evolution between mwp-1A and YD.

### 2.11 TraCE-21K simulation between mwp-1A and YD

The transient climate evolution over Summit Greenland exhibits strong centennial variability between mwp-1A and YD (Fig. 21). The cooling of the Older Dryas is ended at 14 ka by the warming of the Allerød oscillation, which itself is interrupted at $\sim 13.5 \mathrm{ka}$ by the IACP. The end of the IACP marks the beginning of YD. Since the focus of the current phase of TraCE21 K is not on the centennial simulation, which can be investigated later by coupled climate models with much higher resolution, I opted to use simple meltwater scheme to simulate the climate transition from Older Dryas to the beginning of YD. Since the average sea level rise during this period is close to $10 \mathrm{~m} / \mathrm{kyr}$, I performed three experiments with $10 \mathrm{~m} / \mathrm{kyr}$ meltwater discharge from Northern Hemisphere in DGL-mwp-1A-YD-A, from southern hemisphere in DGL-mwp-1A-YD-B and from both hemispheres in TraCE-preYD.

The response of the AMOC and Greenland SAT is consistent with earlier investigations, with largest (least) reduction in the case of $10 \mathrm{~m} / \mathrm{kyr}$ meltwater discharge from northern (southern) hemisphere and intermediate reduction with $10 \mathrm{~m} / \mathrm{kyr}$ meltwater from both hemispheres. Compared with the proxy data, the case with meltwater from Northern Hemisphere has a reasonable simulation of Greenland SAT at the onset of YD, but the simulated AMOC is too weak. The case with meltwater from southern hemisphere has a better simulation of AMOC, but the simulated Greenland SAT is a bit too high. On the other hand, $10 \mathrm{~m} / \mathrm{kyr}$ meltwater discharge from southern hemisphere during 13.87~12.9 ka implies that the melting of Antarctic Ice sheets accounts for 10 m of global sea level rise in this period; with the $15-\mathrm{m}$ sea level rise contribution from the southern hemisphere during mwp-1A, the total sea level rise due to Antarctic melting amounts to 25 m during the last deglaciation, which is above the estimated
maximum excess ice-equivalent sea level ( 24.5 m ) for the LGM Antarctic Ice Sheets [Clark and Mix, 2002], and leaves no room for Antarctic Ice Sheet melting during the Holocene. Therefore, I decided to choose the case with meltwater discharge from both hemispheres to continue the simulation of TraCE-21K.

### 2.12 TraCE-21K simulation of YD

### 2.12.1 The insufficiency of AMOC reduction in simulating the YD cooling

YD has been regarded as the poster child for abrupt climate change. According to the temperature reconstruction from GISP2 [Cuffey and Clow, 1997], YD started at $\sim 12.9$ ka with a $\sim 8{ }^{\circ} \mathrm{C}$ drop of temperature over Summit Greenland in $\sim 200$ years. The ending of YD started at $\sim 11.7$ ka with a $10^{\circ} \mathrm{C}$ increase of Summit Greenland temperature within 150 years. High resolution analysis of the NGRIP ice core [Steffensen et al., 2008] suggested that the abrupt climate changes into and out of YD were actually triggered by even more abrupt climate shifts that occurred within three years. The magnitude of $10^{\circ} \mathrm{C}$ abrupt warming at the end of YD agrees with independent temperature reconstructions through the ratio of nitrogen and argon isotopes during the last deglaciation [Severinghaus et al., 1998; Grachev and Severinghaus 2005].

The trigger of the AMOC reductions in the YD cold interval is still under debate, with the hypotheses of the meltwater discharge from the proglacial Lake Agassiz through either the St. Lawrence River or Mackenzie river [Carlson et al., 2007; Murton et al., 2010; Broecker et al., 1989]. Regardless of the trigger, more and more evidences have shown that the YD cooling recorded at Summit Greenland is associated with the reduction of AMOC and its associated polarward heat transport [McManus et al., 2004; Stanford et al., 2006; Broecker et al., 1985;

Piotrowski et al., 2004], which causes the cooling of the North Atlantic region [Bard et al., 2000; Waelbroeck et al., 1998], the southward shift of the precipitation from the Intertropical Convergence Zone (ITCZ) [Peterson et al., 2000] as well as the weakening of the east Asian monsoon system [Wang et al., 2001].

The focus of the TraCE-21K during YD is to investigate whether the reduction of AMOC alone can account for the magnitude of the YD cooling recorded over Summit Greenland. In fact, three lines of evidences suggest that this might not be true. The strongest evidence is actually from the GISP2 SAT reconstruction itself, which shows the cooling at the onset of YD $\left(8 \sim 10{ }^{\circ} \mathrm{C}\right)$ is twice as large as that during $\mathrm{H} 1\left(4 \sim 5^{\circ} \mathrm{C}\right)$. All other things being equal, this implies that a similar collapse of AMOC at the onset of YD can only account for half of the cooling from the record. Secondly, all three recent AMOC reconstructions [McManus et al., 2004; Stanford et al., 2006; Piotrowski et al., 2004] indicate that AMOC did not collapse during YD, which implies that the reduction of the AMOC during YD is less severe than H 1 and cannot even account for half of the YD cooling from the reconstructions. Thirdly, atmospheric $\mathrm{CO}_{2}$ had risen by 50 ppmv between H1 and YD, and should have induced considerable warming through radiative forcing and associated polar amplification. However, the Summit Greenland temperature reconstruction shows that the minimum SAT over Summit Greenland is essentially the same during the H1 and YD $\left(-50^{\circ} \mathrm{C}\right)$. If both cold events are solely induced by the reduction of AMOC, this implies that the $\mathrm{CO}_{2}$ sensitivity over Greenland is close to zero.

One possible solution for the larger cooling during YD is the stronger sensitivity of Greenland SAT to the reduction of AMOC, presumably due to the change of the mean state. I performed four sensitivity experiments with meltwater discharge of the $10,15,20$ and $30 \mathrm{~m} / \mathrm{kyr}$
(Fig. 22 and Table 5). The response of the AMOC to the meltwater forcing is similar to the sensitivity experiments I performed during H1 (Fig. 9). AMOC has been reduced to the nearcollapse state in the experiments with meltwater forcing over $15 \mathrm{~m} / \mathrm{kyr}$. In the case of $10 \mathrm{~m} / \mathrm{kyr}$ meltwater forcing, AMOC reduces to $\sim 50 \%$ of its LGM level at the onset of YD, which agrees with the reduction of AMOC from the reconstruction [McManus et al., 2004]. The simulated Greenland SAT during YD is $-41^{\circ} \mathrm{C}$ in the case of the $10 \mathrm{~m} / \mathrm{kyr}$ meltwater forcing and ranges between -42 to $-44^{\circ} \mathrm{C}$ in the cases with collapsed AMOC. Since the simulated Greenland SAT is $-39{ }^{\circ} \mathrm{C}$ before the onset of YD, the simulated cooling is $3-5^{\circ} \mathrm{C}$ with the total collapse of the AMOC, which is in the same range of the cooling in the simulation of the H 1 . For the case with less AMOC reduction, the simulated cooling is merely $2{ }^{\circ} \mathrm{C}$. The four sensitivity simulations show that the sensitivity of AMOC and Greenland SAT to the meltwater forcing does not exhibit significant change between H 1 and YD. As such, the four sensitivity simulations confirm the aforementioned challenges for the simulation of $\sim 9^{\circ} \mathrm{C}$ cooling at the onset of YD: with a total collapse of AMOC, the cooling of Summit Greenland can reach as much as that from H1, but still only half of what is needed; without a total collapse of AMOC as suggested by AMOC reconstructions, the cooling of Summit Greenland is even less!

### 2.12.2 The reduction of the AMOC due to the opening of the Bering Strait

Due to the insufficiency of AMOC reduction in simulating the full amplitude of YD cooling, I decided to search for other possibilities. Among all the boundary conditions, the transient GHGs and orbital forcing have low uncertainty and do not trigger abrupt Greenland SAT changes in the completed simulations before YD. The retreat of the Northern Hemisphere Ice Sheet might trigger abrupt Greenland SAT changes. But I did not observe any further cooling
other than that is from the AMOC reductions in the previous four sensitivity experiments, in which the YD topography change had already been applied. Abrupt change of the atmospheric aerosol might be another possibility, but there is no data reconstruction for the atmospheric aerosol change at the onset of YD. So far, the only option left to examine seems to be the change of the land/ocean configuration, i.e. the opening of the marginal sea as well as the ocean straits, among which the opening of the Bering Strait is the best candidate.

Between the LGM and present-day, four marginal sea or ocean straits needs to be changed in low-resolution CCSM3 based on Ice-5G paleotopography reconstructions [Peltier, 2004] (Table 1). Among these four changes, the Bering Strait opening occurred just prior to the onset of YD [England and Furze, 2008]. Two sensitivity experiments were performed with and without Bering Strait opening to simulate YD climate evolution using the modified meltwater reconstructions through St. Lawrence River during YD [Carlson et al., 2007] (Fig. 23). The St. Lawrence River discharge during YD exhibited two large pulses of runoff in the early and late YD, separated by one routine event in the middle of YD. Because the St. Lawrence River discharge is the only freshwater forcing considered in these two experiments, the response of AMOC and Greenland SAT also exhibit two periods of the reductions at the early and late YD, with a brief rebound during the middle of YD. Even though the maximum amplitude of the meltwater discharge during YD is $20 \mathrm{~m} / \mathrm{kyr}$ in the early YD , the simulated AMOC is not collapsed during YD due to the less sensitivity of AMOC to the meltwater discharge through St . Lawrence River (Fig. 4). However, the simulated SAT reduction is $\sim 5^{\circ} \mathrm{C}$, the same as that with total collapse of the AMOC.

Consistent with earlier box-model studies [Shaffer and Bendtsen, 1994], the opening of the Bering Strait can induce the weakening of AMOC as shown in the two sensitivity experiments (Fig. 23). With the opening of the Bering Strait at 12 ka in the open Bering Strait case, the AMOC starts to drop below the closed Bering Strait case, with the maximum difference of 2 Sv in the late YD. However, the comparison of the simulated Greenland SAT suggests that even though the AMOC is further reduced in the open Bering Strait case, it still fails to induce further cooling over Summit Greenland, questioning the role of the Bering Strait opening in producing further cooling at the onset of YD.

### 2.12.3 The lack of AMOC overshoot due to the opening of the Bering Strait

Another robust feature of the Bering Strait opening is its ability of preventing AMOC overshoot from the switch-off of the meltwater forcing. After the switch-off the meltwater discharge at the end of YD, the AMOC abruptly recovers and overshoots its LGM level in the case with the closed Bering Strait. Note that the AMOC overshoot at the end of YD is similar to that during the onset of the BA , confirming the overshoot results from earlier experiments that AMOC overshoot is very robust in CCSM3, regardless of changes of ice sheets, atmospheric $\mathrm{CO}_{2}$ and orbital forcing. However, AMOC overshoot is eliminated in the case of the open Bering Strait (Fig. 23). With the switch-off the meltwater forcing, AMOC recovers much more slowly than in the closed Bering Strait case. When the AMOC in the closed Bering Strait case reaches the maximum of 18 Sv at 11 ka , the AMOC in the open Bering Strait case is only about 10 Sv (Fig. 23 B ).

The elimination of the overshoot in the open Bering Strait case is presumably due to the freshwater transport from the Pacific Ocean into the Nordic Sea, where the convective instability
that is responsible for AMOC overshoot occurs. With the closed Bering Strait, the positive surface density anomaly triggered by the switch-off the meltwater discharge induces Nordic Sea sea level drops as a result of the geostrophic adjustment. The lower sea level induces more inflow of the salty and warmer Atlantic water into Nordic Sea. Because salinity has a stronger effect on water density than does temperature in polar region, the inflow of salty and warmer water further increases the density of surface water and acts as a positive feedback to the original density anomaly. In contrast, with the opening of Bering Strait, the sea level drops from the original density anomaly in the Nordic Sea induces inflow of both the salty Atlantic and fresh Pacific water. The fresh Pacific water acts as a negative feedback to slow down the positive feedback induced by the Atlantic inflow, and eventually prevents the convective instability and overshoots in the Nordic Sea.

In summary, Bering Strait opening can induce further weakening of the AMOC through meltwater transport from the Pacific, but its effect on temperature reduction is still minimal. Because the climate impact of Bering Strait opening still relies on its effect on AMOC, it cannot resolve the challenge that AMOC reduction is insufficient to produce the $8 \sim 10{ }^{\circ} \mathrm{C}$ cooling reconstructed from the GISP2 oxygen isotopes [Cuffey and Clow, 1997].

In TraCE-YD, I opened Bering Strait at 12.9 ka (Table 1) and adopted the original meltwater discharge reconstruction from St. Lawrence River with a $14 \mathrm{~m} / \mathrm{kyr}$ routing event between Mackenzie River and St. Lawrence River occurring between 12.2 and 12.0 ka [Carlson et al., 2007] (Fig. 24). Compared with the previous open Bering Strait case, the major difference in TraCE-YD is the collapse of the AMOC in the middle of YD as the result of the routing through Mackenzie River. The sensitivity of AMOC to the meltwater discharge in the Mackenzie

River is significantly larger than that in St. Lawrence River, which results in further reduction and the collapse of AMOC between 12.2 and 12.0 ka . The simulated Greenland SAT reaches -45 ${ }^{\circ} \mathrm{C}$ within the routing event, which is the coldest Greenland SAT simulation among all the YD sensitivity experiments I have performed so far. I therefore choose TraCE-YD for further simulation of TraCE-21K.

### 2.13 TraCE-21K simulation of the Holocene

### 2.13.1 Cold biases in the simulation of the early Holocene

The end of the YD cold period marks the transition of the last deglaciation into the Holocene. One of the challenges in the Holocene simulation is the different rate and timings of the YD/Holocene transition at different locations. In Greenland, the transition occurred between 11.7 and 10.0 ka in $\sim 1,700$ years. In Cariaco basin of the Tropical Atlantic, the transition occurred within several hundred years at the end of YD [Peterson et al., 2000]. The sea level records as well as the reconstruction of the North American Ice Sheet retreats indicate that more than 20 m sea level rise occurred after 10 ka and the ice sheet melting ended at 6 ka . In TraCE Holocene, even though both AMOC and Greenland SAT reconstructions show the Holocene transition completed by 10 ka , I opted to keep significant meltwater discharge in the Northern Hemisphere between 10 and 7 ka as suggested by the record of sea level rise [Peltier, 2004; Clark and Mix, 2002] and geological indicators of ice sheet retreat and meltwater discharge [Clark et al., 2002; Clark et al., 2004; Licciardi et al., 1999; Clark et al., 2001; Carlson et al., 2007; Carlson, 2008; Carlson et al., 2009; Clark et al., 2009; Carlson, 2009; Obbink et al., 2010] (Table 4 and Fig. 25). As a result, the simulated Greenland SAT is significantly cooler than the reconstructions between 10 and 7 ka . It is only after the diminishing of the Northern Hemisphere meltwater that the simulated Greenland SAT reaches the Holocene level. Note that the simulated

Holocene Greenland SAT has an excellent agreement with that from the reconstructions and the modern day observations. Since TraCE-21K started from the LGM and integrated forward with prescribed transient greenhouse and orbital forcing, the successful simulation of the Holocene Summit Greenland temperature suggests that CCSM3 has reasonable regional earth system sensitivities over Greenland to radiative forcing of greenhouse gases, notably the $\mathrm{CO}_{2}$. On the other hand, the comparison between the simulated YD and present-day Summit Greenland temperature shows the YD cooling in TraCE- 21 K is $12{ }^{\circ} \mathrm{C}$, which is consistent with the $10 \pm 4^{\circ} \mathrm{C}$ estimation through the ratio of nitrogen and argon isotopes during the last deglaciation [Grachev and Severinghaus, 2005]. In contrast, the GISP2 estimation of the YD cooling is $18{ }^{\circ} \mathrm{C}$ [Cuffey and Clow, 1997] (Fig. 25), which is much higher than the $10 \pm 4^{\circ} \mathrm{C}$ estimation from the ratio of nitrogen and argon isotopes.

### 2.13.2 The role of Bering Strait in Holocene AMOC stability

The simulation of AMOC failed to reach the reconstructed Holocene level even after the Northern Hemisphere meltwater switches off at 7 ka . Furthermore, the simulated Holocene AMOC is only 11 Sv , even weaker than that at the LGM. A close comparison between the simulated LGM and Holocene shows that the variability of simulated AMOC during the Holocene is enhanced, ranging between 9 and 13 Sv in the late Holocene and between 12 and 13 Sv in the LGM. In other words, the decrease of simulated minimum AMOC is responsible for the weaker AMOC simulation in TraCE-21K during the late Holocene. Note that the simulated AMOC has been able to reach the Holocene level in the AMOC reconstruction during the BA overshoot, and the failure to reach the reconstructed Holocene level is due to the lack of the overshoot at the end of YD with an open Bering Strait. However, with closed Bering Strait, the
simulated AMOC should reach the reconstructed Holocene level, but the associated increase of polarward heat transport should induce extra warming over Summit Greenland and result in the disagreement of Greenland SAT between the model and reconstructions.

To confirm the vital role of Bering Strait opening in simulating the Holocene level of AMOC, two sensitivity experiments were performed with closed Bering Strait in the Holocene (Fig. 26 and Table 5). Holocene-A is the Holocene extension of DGL-YD-CBS-E, with no meltwater forcing during the Holocene. After the AMOC overshoot at the end of YD in Holocene-A, AMOC starts to recover back and reach around 14.5 Sv in the early Holocene, which is $\sim 2 \mathrm{~Sv}$ stronger than the LGM level. There is another 1 Sv increase of AMOC during middle Holocene, presumably due to and sea ice retreat associated with $\mathrm{CO}_{2}$ rise in middle and late Holocene. The simulated Greenland SAT in Holocene-A reaches the reconstructed Holocene level during the AMOC overshoot at the end of YD and stays in this level until 8 ka . The topography changes with the complete removal of the Laurentide Ice Sheet induces $\sim 3.5{ }^{\circ} \mathrm{C}$ warming over Summit Greenland, with no significant change of the AMOC being found at this time. Greenland SAT remains at this level through the rest of Holocene-A simulation. The comparison of Holocene-A with TraCE-Holocene suggests that CCSM3 might have multiequilibriums in the Holocene (Fig. 26). I use Holocene-B to investigate the possibility of multiequilibrium in CCSM3 during the Holocene. Holocene-B is similar to Holocene-A, except that there is extra $5 \mathrm{~m} / \mathrm{kyr}$ meltwater forcing in Holocene-B in the North Atlantic between 10.9 and 7.0 ka . The results from Holocene-B shows that the imposed meltwater forcing can shift both AMOC and Greenland SAT in Holocene-A to the level found in TraCE-Holocene, and the removal of the meltwater forcing is also capable of shifting both back from TraCE-Holocene to
the level of Holocene-A. Two conclusions can be drawn from Holocene-B. First, based on our experiment, no multi-equilibrium was found in CCSM3 during the Holocene with the closed Bering Strait: after the switch-off the meltwater, AMOC jumps back to the previous state immediately. Secondly, the failure of AMOC overshoot after switch-off of the meltwater in TraCE-Holocene is due to the open Bering Strait. The implication is that the mild Holocene climate of the last 10,000 years that human culture were successfully developed might be due to the stabilizing effect of an opened Bering Strait. And the wild D/O (Dansgaard-Oeschger) events during marine isotope stage 3 (MIS3) are potentially due to the Bering Strait closing as the result of the sea level reductions.

In summary, CCSM3 produces reasonable simulation of the Greenland SAT during the Holocene, and exhibit satisfactory regional climate sensitivity to radiative forcing from greenhouse gas, notably $\mathrm{CO}_{2}$. No multi-equilibriums are found in CCSM3 Holocene simulations with closed Bering Strait. The Bering Strait opening prior to the Holocene is responsible for the lack of abrupt warming events induced by the AMOC overshoot after meltwater discharge diminishes in the early Holocene.

### 2.14 Summary

The meltwater fluxes from the retreat of the ice sheets have a profound impact on the AMOC as well as global climate [Rahmstorf, 2002; Clark et al., 2002]. The lack of the coupled ice sheet model brings another challenge to TraCE-21K, as explicit modeling of the routines and magnitudes of the meltwater fluxes is not feasible. The reconstruction of the meltwater flux through the last deglaciation is limited and mostly constrained by the sea level rise. However, sea
level rise only constrains the amount of the meltwater flux and, in most cases, does not constrain the location where the water was originated.

Between the LGM and the onset of BA, the meltwater flux from the retreat of the ice sheets is not well constrained and I adopted simple meltwater flux schemes in this simulation (Figs. 27 and 28). I considered only two regions to impose meltwater fluxes: one in the North Atlantic region between $50 \sim 70^{\circ} \mathrm{N}$, and the other in the Gulf of Mexico. From 19 to 18.4 ka , the first pulse of meltwater fluxes is imposed at the rate of $3 \mathrm{~m} / \mathrm{kyr}$ over the North Atlantic. From 18.4 to 17.5 ka , the meltwater flux is linearly increased from 0 to $5 \mathrm{~m} / \mathrm{kyr}$ in the Gulf of Mexico and from 3 to $5 \mathrm{~m} / \mathrm{kyr}$ in the North Atlantic. From 17.5 to 17.0 ka , the meltwater fluxes remains at $5 \mathrm{~m} / \mathrm{kyr}$ in the Gulf of Mexico and linearly increased from 5 to $15 \mathrm{~m} / \mathrm{kyr}$ in the North Atlantic. Starting from 17 ka , the meltwater flux in the Gulf of Mexico is shut off, while the meltwater flux in the North Atlantic remains at $15 \mathrm{~m} / \mathrm{kyr}$ until 14.67 ka before it is abruptly shut off.

In TraCE-21K, the ending of the Bølling warming is attributed to mwp-1A [Fairbanks, 1989], which is responsible for the Northern Hemisphere cooling during Older Dryas. The sources of mwp-1A are uncertain in terms of its origin of northern or southern hemisphere [Weaver et al., 2003; Peltier, 2005]. I adopted the estimates based on sea level fingerprinting technique [Clark et al., 2002; Bassett et al., 2005] that about 5 m of sea level rise came from Northern Hemisphere and 15 m from Antarctic during mwp-1A. The Northern Hemisphere meltwater is routed with similar fluxes into both Mackenzie River and Gulf of Mexico and the southern hemisphere meltwater goes into both Ross Sea and Weddell Sea with similar flux of discharge. A ramped scheme is used to mimic the pulse of mwp-1A. In Northern Hemisphere, meltwater flux increases from 0 to $20 \mathrm{~m} / \mathrm{kyr}$ between 14.35 and 14.1 ka and decreases from 20
$\mathrm{m} / \mathrm{kyr}$ to $1.6 \mathrm{~m} / \mathrm{kyr}$ between 14.1 and 13.87 ka . In southern hemisphere, meltwater flux increases from 0 to $60 \mathrm{~m} / \mathrm{kyr}$ between 14.35 and 14.1 ka and decreases from $60 \mathrm{~m} / \mathrm{kyr}$ to $5 \mathrm{~m} / \mathrm{kyr}$ between 14.1 and 13.87 ka .

Between mwp-1A and the onset of YD, sea level rises at the rate of $10 \mathrm{~m} / \mathrm{kyr}$. Because the climate in Northern Hemisphere is rebounding from the Older Dryas into Allerød warming, I attributed half of the sea level rise into southern hemisphere to minimize the cooling effect of meltwater fluxes on Northern Hemisphere climate during this time. Between 13.87 and 12.9 ka , meltwater fluxes in southern hemisphere keeps at $5 \mathrm{~m} / \mathrm{kyr}$ level, but discharges solely into Ross Sea. In the meantime in Northern Hemisphere, meltwater flux of $5 \mathrm{~m} / \mathrm{kyr}$ is routed into Nordic Sea, St. Lawrence River and Gulf of Mexico.

The meltwater scheme during YD (12.9~11.7 ka) is adopted from Carlson et al. [2007], with maximum meltwater of $20 \mathrm{~m} / \mathrm{kyr}$ occurring between 12.5 and 12.0 ka that induces the Northern Hemisphere cooling during YD. Majority of meltwater during YD is routed into the St . Lawrence River, with a brief routing event occurring between 12.2 and 12.0 that part of meltwater from St. Lawrence River is routed into Mackenzie river. With the opening of the Bering Strait at the onset of YD, the termination of meltwater flux at the end of YD fails to produce the abrupt warming during YD/early Holocene transition [Severinghaus et al., 1998].

In the early Holocene, sea level kept rising at the rate of close to $10 \mathrm{~m} / \mathrm{kyr}$ until 8 ka [Clark and Mix, 2002, Clark et al., 2009]. The meltwater associated with sea level should have slowed down AMOC and the associated ocean heat transport, resulting in the cooling of Northern Hemisphere. However, both AMOC reconstruction [McManus et al., 2004] and

Greenland ice core record [Cuffey and Clow, 1997] suggest the glacial climate was terminated around 10 ka , about 2,000 years before Northern Hemisphere completed its full deglaciation. In order to minimize the effect of meltwater on Northern Hemisphere climate, I attributed that 2.5 $\mathrm{m} / \mathrm{kyr}$ meltwater flux came from the Antarctica and went into the Ross Sea and Weddell Sea between 11.7 and 5 ka (Fig. 25).

In the Northern Hemisphere, the meltwater during the early Holocene is routed into St. Lawrence River, Arctic and Hudson Bay. Before 8.2-ka event, the Northern Hemisphere meltwater exhibits enhanced discharges of $\sim 10 \mathrm{~m} / \mathrm{kyr}$ between 11.3 and 10 ka and between 9 and 8 ka . At the onset of 8.2 -ka cold event, a strong flood of 5 Sv in 0.5 year occurred at 8.47 ka [Barber et al., 1999]. The last major Northern Hemisphere meltwater discharge during the Holocene has the magnitude of $5 \mathrm{~m} / \mathrm{kyr}$ and occurs between 7.6 and 6.8 ka at the end of Northern Hemisphere deglaciation (Fig. 25).

Overall, TraCE-21K reproduces many major features of the deglacial climate evolution in Greenland, Antarctic, tropical Pacific, Southern and Deep Ocean, suggesting our model exhibits reasonable climate sensitivity in those regions and is capable of simulating abrupt climate change events.
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## Tables

Table 1: The evolution of the land-sea configuration in TraCE-21K based on Ice5G reconstructions.

| TraCE Age (ka) | Bathymetry change |
| :---: | :---: |
| $22.0-13.1$ | Initial LGM state |
| 13.1 | Barents Sea opens |
| 12.9 | Bering Strait opens |
| 07.6 | Hudson Bay opens |
| 06.2 | Indonesian Throughflow begins |


| TraCE case name | Bathymetry change |
| :---: | :---: |
| b30.22_0kaDVT | The LGM |
| b30.13_1kaDVT | Barents Sea opening |
| b30.12_9kaDVTn | Bering Strait opening |
| b30.07_6kaDVT | Hudson Bay opening |
| b30.06_2kaDVT | Indonesian Throughflow |

Table 2: The evolution of the Global Ice Sheet in TraCE-21K based on Ice5G reconstructions.

| TraCE-21K Age (ka) | Ice5G Topography (ka) |
| :---: | :---: |
| 22.0-18.5 | The LGM |
| 18.5-17.5 | 19.0 |
| 17.5-17.0 | 18.0 |
| 17.0-16.0 | 17.0 |
| 16.0-15.0 | 16.0 |
| 15.0-13.87 | 15.0 |
| 13.87-13.1 | 14.0 |
| 13.1-12.5 | 13.0 |
| 12.5-12.0 | 12.5 |
| 12.0-11.7 | 12.0 |
| 11.7-11.3 | 11.5 |
| 11.3-10.8 | 11.0 |
| 10.8-10.2 | 10.5 |
| 10.2-09.7 | 10.0 |
| 09.7-09.2 | 09.5 |
| 09.2-08.7 | 09.0 |
| 08.7-08.0 | 08.5 |
| 08.0-07.6 | 08.0 |
| 07.6-07.2 | 07.5 |
| 07.2-06.7 | 07.0 |
| 06.7-06.2 | 06.5 |
| 06.2-05.7 | 06.0 |
| 05.7-05.0 | 05.5 |
| 05.0-04.0 | 04.5 |
| 04.0-03.2 | 03.5 |
| 03.2-02.4 | 02.5 |
| 02.4-01.4 | 02.0 |
| 01.4-00.4 | 00.5 |
| 00.4-00.0 | Present-day |


| TraCE-21K case name | Ice5G Topography (ka) |
| :---: | :---: |
| b30.22_0kaDVT | The LGM |
| b30.18 5kaDVTa | 19.0 |
| b30.17_5kaDVT | 18.0 |
| b30.17_0kaDVTd | 17.0 |
| b30.16_0kaDVTd | 16.0 |
| b30.15_0kaDVTd | 15.0 |
| b30.13 87kaDVT | 14.0 |
| b30.13 1kaDVT | 13.0 |
| b30.12_5kaDVTn | 12.5 |
| b30.12 0kaDVTn | 12.0 |
| b30.11_7kaDVTa | 11.5 |
| b30.11_3kaDVT | 11.0 |
| b30.10_8kaDVT | 10.5 |
| b30.10 2kaDVT | 10.0 |
| b30.09_7kaDVT | 09.5 |
| b30.09_2kaDVT | 09.0 |
| b30.08 7kaDVT | 08.5 |
| b30.08 0kaDVT | 08.0 |
| b30.07_6kaDVT | 07.5 |
| b30.07 2kaDVT | 07.0 |
| b30.06_7kaDVT | 06.5 |
| b30.06_2kaDVT | 06.0 |
| b30.05 7kaDVT | 05.5 |
| b30.05_0kaDVT | 04.5 |
| b30.04_0kaDVT | 03.5 |
| b30.03 2kaDVT | 02.5 |
| b30.02_4kaDVT | 02.0 |
| b30.01_4kaDVTc | 00.5 |
| b30.00_4kaDVTd | Present-day |

Table 3: Latitude and longitude information for the location of the meltwater forcing

| Location | Longitude | Latitude |
| :---: | :---: | :---: |
| North Atlantic | $80^{\circ} \mathrm{W} \sim 20^{\circ} \mathrm{E}$ | $50^{\circ} \mathrm{N} \sim 70^{\circ} \mathrm{N}$ |
| Mackenzie river | $210^{\circ} \mathrm{E} \sim 240^{\circ} \mathrm{E}$ | $65^{\circ} \mathrm{N} \sim 75^{\circ} \mathrm{N}$ |
| Nordic Sea | $15^{\circ} \mathrm{W} \sim 30^{\circ} \mathrm{E}$ | $55^{\circ} \mathrm{N} \sim 75^{\circ} \mathrm{N}$ |
| St. Lawrence River | $270^{\circ} \mathrm{E} \sim 310^{\circ} \mathrm{E}$ | $38^{\circ} \mathrm{N} \sim 60^{\circ} \mathrm{N}$ |
| Gulf of Mexico | $255{ }^{\circ} \mathrm{E} \sim 280^{\circ} \mathrm{E}$ | $15^{\circ} \mathrm{N} \sim 33^{\circ} \mathrm{N}$ |
| Ross Sea | $140^{\circ} \mathrm{E} \sim 220^{\circ} \mathrm{E}$ | $60^{\circ} \mathrm{S} \sim 80^{\circ} \mathrm{S}$ |
| Weddell Sea | $70^{\circ} \mathrm{W} \sim 30^{\circ} \mathrm{E}$ | $60^{\circ} \mathrm{S} \sim 80^{\circ} \mathrm{S}$ |
| Half Weddell Sea | $70^{\circ} \mathrm{W} \sim 15^{\circ} \mathrm{E}$ | $65^{\circ} \mathrm{S} \sim 80^{\circ} \mathrm{S}$ |
| Hudson Strait | $280^{\circ} \mathrm{E} \sim 312^{\circ} \mathrm{E}$ | $55^{\circ} \mathrm{N} \sim 70^{\circ} \mathrm{N}$ |
| Arctic | $200^{\circ} \mathrm{E} \sim 275^{\circ} \mathrm{E}$ | $70^{\circ} \mathrm{N} \sim 76^{\circ} \mathrm{N}$ |
| Barents Sea | $25^{\circ} \mathrm{E} \sim 55^{\circ} \mathrm{E}$ | $65^{\circ} \mathrm{N} \sim 80^{\circ} \mathrm{N}$ |
| North Sea | $0^{0} \mathrm{E} \sim 12^{\circ} \mathrm{E}$ | $45^{\circ} \mathrm{N} \sim 62^{\circ} \mathrm{N}$ |

Table 4: Evolution of meltwater flux in TraCE-21K

| Exp Name | Age (ka) | $\begin{aligned} & \text { NHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ | NHMW location | $\begin{aligned} & \text { SHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ | SHMW location |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TraCE-the LGM | 22-19 | 1 | 1 | 1 | / |
| TraCE-H1 | 19-18.4 | 3 | North Atlantic | 1 | / |
|  | 18.4-17.5 | Ramping $3 \text { to } 5$ | North Atlantic | 1 | 1 |
|  |  | Ramping 0 to 5 | Gulf of Mexico | 1 | 1 |
|  | 17.5-17.0 | Ramping <br> 5 to 15 | North Atlantic | 1 | 1 |
|  |  | 5 | Gulf of Mexico | 1 | 1 |
| TraCE-BA | 17-14.67 | 15 | North Atlantic | 1 | 1 |
|  | 14.67-14.35 | 1 | 1 | 1 | 1 |
| TraCE-mwp-1A | 14.35-14.10 | Ramping 0 to 10 | MacKenzie River | $\begin{gathered} \hline \text { Ramping } \\ 0 \text { to } 30 \\ \hline \end{gathered}$ | Ross Sea |
|  |  | Ramping 0 to 10 | Gulf of Mexico | Ramping 0 to 30 | Weddell Sea |
|  | 14.10-13.85 | Ramping 10 to 0 | MacKenzie River | Ramping $30 \text { to } 0$ | Ross Sea |
|  |  | Ramping 10 to 0 | Gulf of Mexico | Ramping $30 \text { to } 0$ | Weddell Sea |
| TraCE-preYD | 13.87-12.9 | 1 | Nordic Sea | 5 | Ross Sea |
|  | 13.87-13.4 | 4 | Gulf of Mexico | 1 | 1 |
|  | 13.4-12.9 | 2.4 | Gulf of Mexico | 1 | 1 |
|  | 13.4-12.9 | 1.6 | St.Lawrence River | 1 | 1 |


| Exp Name | Age (ka) | $\begin{aligned} & \text { NHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ | NHMW <br> location | $\begin{aligned} & \text { SHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ | SHMW <br> location |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TraCE-YD | 12.9-12.5 | 14 | St.Lawrence River | 1 | 1 |
|  | 12.5-12.2 | 20 | St.Lawrence River | 1 | 1 |
|  | 12.2-12.0 | 6 | St.Lawrence River | 1 | 1 |
|  |  | 14 | MacKenzie River | / | 1 |
|  | 12.0-11.7 | 12 | St.Lawrence River | 1 | 1 |
|  | 11.7-11.3 | 0.15 | St.Lawrence River | 1.12 | $\begin{gathered} \text { Weddell } \\ \text { Sea } \\ \hline \end{gathered}$ |
|  |  | 0.29 | Hudson Strait | 1.12 | Ross Sea |
|  |  | 0.15 | Arctic | 1 | 1 |
|  |  | 0.38 | North Sea | 1 | 1 |
|  |  | 0.13 | Barents Sea | 1 | 1 |
| TraCE- <br> Holocene | 11.3-10.8 | 0.55 | Arctic | 1.12 | Weddell Sea |
|  |  | 0.55 | St.Lawrence River | 1.12 | Ross Sea |
|  |  | 1.03 | Hudson Strait | 1 | 1 |
|  |  | 1.32 | Barents Sea | 1 | 1 |
|  |  | 3.96 | North Sea | 1 | 1 |
|  | 10.8-10.0 | 0.55 | Arctic | 1.12 | Weddell Sea |
|  |  | 0.55 | St.Lawrence River | 1.12 | Ross Sea |
|  |  | 1.03 | Hudson Strait | 1 | 1 |
|  |  | 0.68 | Barents Sea | 1 | 1 |
|  |  | 2.03 | North Sea | 1 | 1 |


| Exp Name | Age (ka) | NHMW <br> (m/kyr) | NHMW location | $\begin{aligned} & \text { SHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ | SHMW <br> location |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TraCE- <br> Holocene | 10.0-09.8 | 0.55 | Arctic | 1.12 | Weddell Sea |
|  |  | 0.55 | St.Lawrence River | 1.12 | Ross Sea |
|  |  | 1.03 | Hudson Strait | / | 1 |
|  |  | 0.20 | Barents Sea | 1 | 1 |
|  |  | 0.60 | North Sea | 1 | 1 |
|  | 09.8-09.0 | 0.55 | Arctic | 1.12 | Weddell Sea |
|  |  | 0.55 | St.Lawrence River | 1.12 | Ross Sea |
|  |  | 1.03 | Hudson Strait | / | / |
|  | 09.0-08.0 | 0.42 | Arctic | 1.12 | Weddell Sea |
|  |  | 0.42 | St.Lawrence River | 1.12 | Ross Sea |
|  |  | 7.47 | Hudson Strait | 1 | / |
|  |  | 438 (5 Sv) at 8.47 ka for half a year | Hudson <br> Strait | 1 | 1 |
|  | 08.0-07.6 | 0.02 | Arctic | 1.12 | Weddell Sea |
|  |  | 0.02 | St.Lawrence River | 1.12 | Ross Sea |
|  |  | 0.33 | Hudson <br> Strait | 1 | / |
|  | 07.6-06.85 | 0.17 | Arctic | 1.12 | Weddell Sea |
|  |  | 0.17 | St.Lawrence River | 1.12 | Ross Sea |
|  |  | 3.13 | Hudson Strait | 1 | 1 |
|  | 06.85-06.0 | 0.01 | Arctic | 1.12 | Weddell Sea |
|  |  | 0.01 | St.Lawrence River | 1.12 | Ross Sea |
|  |  | 0.21 | Hudson Strait | 1 | 1 |


| Exp Name | Age (ka) | NHMW <br> $(\mathrm{m} / \mathrm{kyr})$ | NHMW <br> location | SHMW <br> $(\mathrm{m} / \mathrm{kyr})$ | SHMW <br> location |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{0 6 . 0 - 0 5 . 0}$ | $/$ | $/$ | $\mathbf{1 . 1 2}$ | Weddell Sea |

Table 5: Meltwater flux of the sensitivity experiments

| Exp | Exp Name | Age (ka) | NHMW location | NHMW (m/kyr) | SHMW location | $\begin{aligned} & \text { SHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 01 | DGL-19ka | 19-18.7 | North Atlantic | 33 | 1 | / |
| 02 | DGL-17ka-A | 17-16 | North Atlantic | Ramping 20 to 40 | 1 | 1 |
| 03 | DGL-17ka-B | 17-16 | North <br> Atlantic | Ramping <br> 20 to 12.5 | 1 | / |
| 04 | DGL-17ka-C | 17-16 | North Atlantic | 15 | 1 | / |
| 05 | DGL-17ka-D | 17-16.7 | North Atlantic | 10 | 1 | / |
| 06 | DGL-16ka-A | 16-15.9 | North Atlantic | Switching 40 to 0 | 1 | / |
| 07 | DGL-16ka-B | 16-15.7 | North Atlantic | Switching 40 to 10 | 1 | / |
| 08 | DGL-H1-BA | 17-14.2 | North Atlantic | Ramping <br> 15 to 0 | 1 | 1 |
|  |  | 17-14.2 | Gulf of Mexico | Ramping $5 \text { to } 0$ | 1 | / |
| 09 | DGL-H1-BA-2 | 16.7-15.0 | North Atlantic | Ramping <br> 21 to 0 | 1 | / |
|  |  | 16.7-15.0 | Gulf of Mexico | Ramping <br> 5 to 0 | 1 | 1 |
| 10 | DGL-Overshoot-A | 18.7-17.5 | North Atlantic | Switching <br> 33 to 0 | 1 | / |


| Exp | Exp Name | Age (ka) | NHMW <br> location | $\begin{aligned} & \text { NHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ | SHMW <br> location | $\begin{aligned} & \text { SHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | DGL-Overshoot-B | 16.7-15.6 | North <br> Atlantic | Switching <br> 21 to 0 | / | / |
|  |  |  | Gulf of Mexico | Switching <br> 5 to 0 | / | 1 |
| 12 | DGL-Overshoot-C | 14.67-13.0 | North Atlantic | Switching $15 \text { to } 0$ | 1 | 1 |
| 13 | DGL-mwp-1A-A | 14.2-13.9 | North Atlantic | 66 | 1 | 1 |
| 14 | DGL-mwp-1A-B | 14.2-14.1 | 1 | 1 | Ross Sea | 200 |
|  |  | 14.1-13.8 | 1 | 1 | 1 | 1 |
| 15 | DGL-mwp-1A-C | 14.2-13.9 | 1 | 1 | Southern Ocean | 66 |
| 16 | DGL-mwp-1A-D | 14.2-13.9 | MacKenzie | 5 | Ross Sea | 15 |
|  |  |  | Gulf of Mexico | 5 | $\begin{array}{\|c} \hline \text { Weddell } \\ \text { Sea } \\ \hline \end{array}$ | 15 |
| 17 | $\underset{\text { A }}{\text { DGL-mwp-1A-YD- }}$ | 13.87-13.1 | Nordic Sea | 2 | 1 | 1 |
|  |  | 13.87-13.4 | Gulf of Mexico | 8 | / | / |
|  |  | 13.4-13.1 | Gulf of Mexico | 4.8 | 1 | / |
|  |  | 13.4-13.1 | St. <br> Lawrence <br> River | 3.2 | / | 1 |
| 18 | $\underset{\text { B }}{\text { DGL-mwp-1A-YD- }}$ | 13.87-13.4 | 1 | 1 | Ross Sea | 5 |
|  |  |  |  |  | Weddell | 5 |
| 19 | DGL-YD-CBS-A <br> (CBS: Closed Bering Strait) | 12.9-12.4 | St. Lawrence River | 10 | 1 | 1 |
| 20 | DGL-YD-CBS-B | 12.9-11.9 | St. <br> Lawrence <br> River | 15 | / | 1 |
|  |  | 11.9-10.7 | 1 | 1 | 1 | 1 |


| Exp | Exp Name | Age (ka) | NHMW location | $\begin{aligned} & \text { NHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ | SHMW location | $\begin{aligned} & \text { SHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 21 | DGL-YD-CBS-C | 12.9-11.5 | North Atlantic | 20 | 1 | 1 |
|  |  | 11.5-11.3 | 1 | 1 | 1 | 1 |
| 22 | DGL- YD-CBS-D | 12.9-12.5 | North Atlantic | 30 | 1 | 1 |
| 23 | DGL- YD-CBS-E | 12.9-12.5 | St. Lawrence River | 14 | 1 | 1 |
|  |  | 12.5-12.3 | St. Lawrence River | 20 | 1 | 1 |
|  |  | 12.3-11.9 | St. Lawrence River | 6 | / | / |
|  |  | 11.9-11.5 | St. Lawrence River | 12 | 1 | 1 |
|  |  | 11.5-10.0 | 1 | 1 | / | 1 |
| 24 | DGL- YD-OBS <br> OBS: <br> (Open Bering Strait) | 12.0-11.9 | St. Lawrence River | 6 | / | 1 |
|  |  | 11.9-11.5 | $\qquad$ | 12 | 1 | 1 |
|  | (Open Bering Strait) |  |  |  |  |  |
|  | Bering Strait opens at 12.0 ka | 11.5-10.8 | 1 | 1 | 1 | 1 |


| Exp | Exp Name | Age (ka) | NHMW location | $\begin{aligned} & \text { NHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ | SHMW location | $\begin{aligned} & \text { SHMW } \\ & (\mathrm{m} / \mathrm{kyr}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25 | Holocene-A <br> (Topography changed to Presentday state at 8 ka ) | 12.9-12.5 | St. Lawrence River | 14 | 1 | 1 |
|  |  | 12.5-12.3 | St. Lawrence River | 20 | 1 | 1 |
|  |  | 12.3-11.9 | St. <br> Lawrence River | 6 | 1 | 1 |
|  |  | 11.9-11.5 | St. Lawrence River | 12 | 1 | 1 |
|  |  | 11.5-04.5 | 1 | 1 | 1 | 1 |
| 26 | Holocene-B <br> (branched from <br> Holocene-A, <br> Topography <br> changed to Present- <br> day state at 8ka) | 10.9-07.0 | North <br> Atlantic | 5 | 1 | 1 |
|  |  | 07.0-04.5 | 1 | 1 | 1 | 1 |

## Figures



Figure 1: Schematic of the strategy for TraCE-21K. Special attentions are paid to the meltwater forcing during abrupt climate change events, such as 19 ka event for abrupt sea level rise [Clark et al., 2004], Heinrich event 1 (H1), Bølling-Allerød (BA), Meltwater Pulse la (mwp-1A), Younger Dryas (YD) and YD-Holocene transition. At each millennial event, several sensitivity experiments were performed with the same initial condition, but different meltwater schemes in terms of the location and the rate of meltwater discharge. After taking into consideration of sea level rise, Atlantic Meridional Overturning Circulation (AMOC) and Greenland surface air temperature (SAT), the sensitivity experiment that best simulates the proxy data were selected to continue the transient simulation.



Figure 3: The change of the SAT in $\left({ }^{\circ} \mathrm{C}\right)$ between 22 and 19 ka in TraCE-21K in seasonal and annual averages. A1-A5: Northern Hemisphere SAT change in annual mean (A1), MAM (A2), JJA (A3), SON (A4), and DJF (A5). B1-B5, Same as A1-A5, but for southern hemisphere. 30-year average SATs are used to derive the differences.


Figure 4: The sensitivity of the AMOC (top) to the locations (bottom) of the 0.1 Sv meltwater forcing. The locations of meltwater forcing includes the Beaufort Sea/Mackenzie River (pink), the Nordic Sea (green), 50 to $70^{\circ} \mathrm{N}$ of the North Atlantic (blue), the St. Lawrence River/western North Atlantic (black), the Gulf of Mexico (red), Ross Sea (gray), the Weddell Sea (yellow) and half of the Weddell Sea (light blue). The latitude and longitude information for each location is documented in Table 3.


Figure 5: The sensitivity of the (A) Greenland Summit, (B) Northern Hemisphere and (C) global SAT to the locations of the 0.1 Sv meltwater forcing. The location of GISP2 station ( $38^{\circ} \mathrm{W}$ and $72^{\circ} \mathrm{N}$ ) is used for the Greenland Summit.


Figure 6: The sensitivity of the Greenland SAT to (A) $3 \mathrm{~m} / \mathrm{kyr}$, (B) $9 \mathrm{~m} / \mathrm{kyr}$ and (C) $33 \mathrm{~m} / \mathrm{kyr}$ meltwater forcing in 50 to $70^{\circ} \mathrm{N}$ of the North Atlantic. $\mathrm{m} / \mathrm{kyr}$ : meters of global sea level rise per thousand years, $1 \mathrm{~m} / \mathrm{kyr}$ is approximately 0.0114 Sv .


Figure 7: AMOC streamfunction (in sverdrup) at (A) the LGM and its response to (B) $3 \mathrm{~m} / \mathrm{kyr}$, (C) $9 \mathrm{~m} / \mathrm{kyr}$ and (D) $33 \mathrm{~m} / \mathrm{kyr}$ meltwater forcing in 50 to $70^{\circ} \mathrm{N}$ of the North Atlantic.


Figure 8: TraCE-21K between 21 and 17 ka . (A) NHMW in TraCE-21K (red) and sensitivity experiment DGL-19ka (blue). (B) AMOC in TraCE-21K (red) and DGL-19ka (blue), superimposed by AMOC reconstructions (black and green) [McManus et al., 2004]. (C) Greenland SAT in TraCE-21K (red) and DGL-19ka (blue), superimposed by Greenland SAT reconstruction based on Greenland Ice Sheet Project 2 (GISP2) $\delta^{18} \mathrm{O}$ with borehole temperature calibration (black) [Cuffey and Clow, 1997]. Refer to Table 5 for details of DGL-19ka (Exp. 1).


Figure 9: Sensitivity of AMOC (B) and Greenland SAT (C) to NHMW (A) during H1 ( $\sim 17 \mathrm{ka}$ ). Refer to Table 5 for details of the four sensitivity experiments: DGL-17ka-A (green, Exp. 2), DGL-17ka-B (blue, Exp. 3), DGL-17ka-C (red, Exp. 4) and DGL-17ka-D (yellow, Exp. 5).


Figure 10: Response of AMOC (B) and Greenland SAT (C) to switch-off of NMWF (A). Refer to Table 5 for details of the two sensitivity experiments: DGL-16ka-A (blue, Exp. 6), DGL-16kaB (green, Exp. 7).


Figure 11: TraCE-21K between 21 and 14.35 ka . (A) Atmospheric $\mathrm{CO}_{2}$ concentration [Joos and Spahni, 2008] (green) and NHMW in segment TraCE-BA of TraCE-21K (red) and sensitivity experiment DGL-H1-BA (blue). Segment TraCE-BA of TraCE-21K and DGL-H1-BA is referred to as DGL-A and DGL-B in Liu et al. [2009], respectively. (B) Eustatic sea level rise in segment TraCE-BA of TraCE-21K (red) and DGL-H1-BA (blue), superimposed by relative sea level reconstructions (half-pluses). Sea level data are from Bonaparte Gulf (green) [Yokoyama et al., 2000], Sunda Shelf (black) [Hanebuth et al., 2000], Barbados (red) [Peltier and Fairbanks, 2006], Tahiti (blue) [Bard et al., 1996] and New Guinea (dark red) [Cutler et al., 2003]. The halfpluses represent the 5 m depth uncertainty of the relative sea level records. (C) AMOC in scheme TraCE-BA of TraCE-21K (red) and DGL-H1-BA (blue), superimposed by AMOC reconstructions (black and green) [McManus et al., 2004]. (D) Greenland SAT in TraCE-21K (red) and DGL-H1-BA (blue), superimposed by Greenland SAT reconstruction based on Greenland Ice Sheet Project 2 (GISP2) $\delta^{18} \mathrm{O}$ with borehole temperature calibration (black) [Cuffey and Clow, 1997]. Refer to Table 4 for details of TraCE-BA and Table 5 for DGL-H1BA (Exp. 8).


Figure 12: The overshoot of AMOC (B) and Greenland SAT (C) to the switch-off of NMWF (A) in TraCE-21K (red) and three sensitivity experiments. The reconstructions of AMOC (black and darkgreen) [McManus et al., 2004] and Greenland SAT (black) [Cuffey and Clow, 1997] are plotted for comparison. Refer to Table 5 for details of the sensitivity experiments DGL-Overshoot-A (blue, Exp. 10), DGL-Overshoot-B (green, Exp. 11) and DGL-Overshoot-C (red, Exp. 12).


Figure 13: The response of $\operatorname{AMOC}(\mathbf{B})$ and Greenland SAT (C) to the switch-off of the meltwater forcing (A) in TraCE-21K and three sensitivity experiments. The white line delineates the time when the AMOC in TraCE-21K recovers to the LGM level of 12.5 Sv. Refer to Table 5 for details of the sensitivity experiments DGL-Overshoot-A (blue, Exp. 10) and DGL-Overshoot-B (green, Exp. 11) and DGL-Overshoot-C (red, Exp. 12). X-axis represents the time after the switch-off of the NHMW, which allows different experiments to be compared even though the NHMW are switched-off at different times during the transient simulations. Note the different $y$-axes in ( $\mathbf{C}$ ) for the three sensitivity experiments: DGL-Overshoot-A (right $y$-axis), DGL-Overshoot-B (right y-axis) and DGL-Overshoot-C (left y-axis).


Figure 14: The overshoot of AMOC (B) and Greenland SAT (C) to the linear reduction of NMWF (A) in two sensitivity experiments. The reconstructions of AMOC (black and darkgreen) [McManus et al., 2004] and Greenland SAT (black) [Cuffey and Clow, 1997] are plotted for comparison. Refer to Table 5 for details of the sensitivity experiments DGL-H1-BA (blue, Exp. 8) and DGL-H1-BA-2 (orange, Exp. 9).

Meltwater flux ( $\mathrm{m} / \mathrm{kyr}$ )


Figure 15: Hysteresis curve between AMOC and NHMW flux found in sensitivity experiment DGL-H1-BA. Each dot represents 100-year running mean. Blue line is for the early part with the increase of the NHMW and purple line for the latter part with the reduction of the NHMW. The inset shows the hysteresis curve for experiment DGL-H1-BA-2. Refer to Table 5 for details of the sensitivity experiments DGL-H1-BA (blue, Exp. 8) and DGL-H1-BA-2 (orange, Exp. 9).


Figure 16: Same as Fig. 15, but for the hysteresis curves between Greenland SAT and NHMW.


Figure 17: Hysteresis curve between North Atlantic sea ice area and NHMW flux in experiment DGL-H1-BA. Each dot represents 100-year running mean. Blue line is for the early part with the increase of the NHMW and purple line for the latter part with the reduction of the NHMW. The inset shows the hysteresis curve between Nordic Sea sea ice area and NHMW flux in experiment DGL-H1-BA. Refer to Table 5 for details of the sensitivity experiments DGL-H1-BA (blue, Exp. 8) and DGL-H1-BA-2 (orange, Exp. 9).


Figure 18: Linear relationship between Greenland SAT and AMOC in experiment DGL-H1-BA and DGL-H1-BA-2 (inset). Each dot represents 100 -year running mean. Blue line is for the early part with the increase of the NHMW and purple (orange in inset) line for the latter part with the reduction of the NHMW. The larger SAT associated with AMOC in the latter part is mostly due to the deglacial $\mathrm{CO}_{2}$ rise since 17 ka . Refer to Table 5 for details of the sensitivity experiments DGL-H1-BA (blue, Exp. 8) and DGL-H1-BA-2 (orange, Exp. 9).


Figure 19: Sensitivity of AMOC (B) and Greenland SAT (C) to NHMW or SHMW (A) during mwp-1A. Refer to Table 5 for details of the four sensitivity experiments: DGL-Overshoot-C (red, Exp. 12), DGL-mwp-1A-A (blue, Exp. 13), DGL-mwp-1A-B (green, Exp. 14) and DGL-mwp-1A-C (orange, Exp. 15).


Figure 20: TraCE-21K between 21 and 13.85 ka . (A) NHMW (red) and SHMW (cyan) in segment TraCE-mwp-1A of TraCE-21K. Also plotted are NHMW (blue) and SHMW (green) in sensitivity experiment DGL-mwp-1A-D. (B) AMOC in segment TraCE-mwp-1A of TraCE-21K (red) and DGL-mwp-1A-D (blue), superimposed by AMOC reconstructions (black and green) [McManus et al., 2004]. (C) Greenland SAT in segment TraCE-mwp-1A of TraCE-21K (red) and DGL-mwp-1A-D (blue), superimposed by Greenland SAT reconstruction based on Greenland Ice Sheet Project 2 (GISP2) $\delta^{18} \mathrm{O}$ with borehole temperature calibration (black) [Cuffey and Clow, 1997]. Refer to Table 4 for details of TraCE-mwp-1A and Table 5 for DGL-mwp-1A-D (Exp. 16).


Figure 21: TraCE-21K between the LGM and YD (21-12.9 ka). (A) NHMW (red) and SHMW (cyan) in segment TraCE-preYD of TraCE-21K. Also plotted are NHMW in sensitivity experiments DGL-mwp-1A-YD-A (blue) and DGL-mwp-1A-YD-B (green). (B) AMOC in segment TraCE-preYD of TraCE-21K (red) and DGL-mwp-1A-YD-A (blue) and DGL-mwp-1A-YD-B (green), superimposed by AMOC reconstructions (black and green) [McManus et al., 2004]. (C) Greenland SAT in segment TraCE-preYD of TraCE-21K (red) and DGL-mwp-1A-YD-A (blue) and DGL-mwp-1A-YD-B (green), superimposed by Greenland SAT reconstruction based on Greenland Ice Sheet Project 2 (GISP2) $\delta^{18} \mathrm{O}$ with borehole temperature calibration (black) [Cuffey and Clow, 1997]. Refer to Table 4 for details of TraCE-preYD and Table 5 for DGL-mwp-1A-YD-A (Exp. 17) and DGL-mwp-1A-YD-B (Exp. 18).


Figure 22: Sensitivity of AMOC (B) and Greenland SAT (C) to NHMW (A) during YD. Atmospheric $\mathrm{CO}_{2}$ concentration [Joos and Spahni, 2008] (black) is also plotted in (A). Refer to Table 5 for details of the four sensitivity experiments: DGL-YD-CBS-A (green, Exp. 19), DGL-YD-CBS-B (red, Exp. 20), DGL-YD-CBS-C (blue, Exp. 21) and DGL-YD-CBS-D (dark red, Exp. 22). CBS, closed Bering Strait.


Figure 23: Sensitivity of AMOC (B) and Greenland SAT (C) to NHMW (A) during YD. Atmospheric $\mathrm{CO}_{2}$ concentration [Joos and Spahni, 2008] (black) is also plotted in (A). Refer to Table 5 for details of the two sensitivity experiments: DGL-YD-CBS-E (red, Exp. 23), DGL-YD-OBS (blue, Exp. 24). These two experiments are subjected to the same NHMW forcing. The Bering Straits remains closed in DGL-YD-CBS-E, but opens at 12.0 ka in DGL-YD-OBS. CBS, closed Bering Strait. OBS, open Bering Strait.


Figure 24: TraCE-21K between the LGM and the end of YD (21~11.7 ka). (A) Atmospheric $\mathrm{CO}_{2}$ concentration [Joos and Spahni, 2008] (black), NHMW (red) and SHMW (cyan) in segment TraCE-YD of TraCE-21K. Also plotted is NHMW in sensitivity experiment DGL-YD-OBS (blue). (B) AMOC in segment TraCE-YD of TraCE-21K (red) and DGL-YD-OBS (blue), superimposed by AMOC reconstructions (black and green) [McManus et al., 2004]. (C) Greenland SAT in segment TraCE-YD of TraCE-21K (red) and DGL-YD-OBS (blue), superimposed by Greenland SAT reconstruction based on Greenland Ice Sheet Project 2 (GISP2) $\delta^{18} \mathrm{O}$ with borehole temperature calibration (black) [Cuffey and Clow, 1997]. Refer to Table 4 for details of TraCE-YD and Table 5 for DGL-YD-OBS (Exp. 24). Refer to Table 1 for the landsea configuration change in TraCE-21K based on Ice5G reconstructions.


Figure 25: TraCE-Holocene in TraCE-21K. (A) Atmospheric $\mathrm{CO}_{2}$ concentration [Joos and Spahni, 2008] (black), NHMW (red) and SHMW (cyan) in the complete simulation of TraCE21 K . (B) AMOC in the complete simulation of TraCE-21K (red), superimposed by AMOC reconstructions (black and green) [McManus et al., 2004]. (C) Greenland SAT in the complete simulation of TraCE-21K (red), superimposed by Greenland SAT reconstruction based on Greenland Ice Sheet Project 2 (GISP2) $\delta^{18} \mathrm{O}$ with borehole temperature calibration (black) [Cuffey and Clow, 1997]. Refer to Table 4 for details of TraCE-Holocene, and Table 1 for the land-sea configuration change in TraCE-21K based on Ice5G reconstructions.


Figure 26: Sensitivity of Holocene simulation to the closing of Bering Strait (A) Atmospheric $\mathrm{CO}_{2}$ concentration [Joos and Spahni, 2008] (black), NHMW (red) and SHMW (cyan) in the complete simulation of TraCE-21K. Also plotted are NHMW in sensitivity experiment Holocene-A (green) and Holocene-B (blue). (B) AMOC in the complete simulation of TraCE21 K (red) and sensitivity experiments Holocene-A (green) and Holocene-B (blue), superimposed by AMOC reconstructions (black and green) [McManus et al., 2004]. (C) Greenland SAT in the complete simulation of TraCE-21K (red) and sensitivity experiments Holocene-A (green) and Holocene-B (blue), superimposed by Greenland SAT reconstruction based on Greenland Ice Sheet Project 2 (GISP2) $\delta^{18} \mathrm{O}$ with borehole temperature calibration (black) [Cuffey and Clow, 1997]. Refer to Table 4 for details of TraCE-Holocene, Table 5 for Holocene-A (Exp. 25) and Holocene-B (Exp. 26) and Table 1 for the land-sea configuration change in TraCE-21K based on Ice5G reconstructions.


Figure 27: Meltwater forcing in the transient simulation in $\mathrm{m} / \mathrm{kyr}$ (meters of global sea level rise in 1,000 years). (A) Total meltwater forcing from northern hemisphere, which includes the meltwater discharge into (B) North Atlantic between $50^{\circ} \mathrm{N}$ and $70^{\circ} \mathrm{N},(\mathbf{C})$ St. Lawrence River, (D) Gulf of Mexico, (E) Mackenzie River, (F) North Sea, (G) Hudson Strait, (H) Barents Sea, (I) Arctic and (J) Nordic Sea. (K) Total meltwater forcing from southern hemisphere, which includes the meltwater discharge into (L) Weddell Sea and (M) Ross Sea. Refer table 3 and Fig. 28 for the exact location of meltwater discharge.


Figure 28: Location of meltwater discharge in the transient simulation: Arctic (blue shading), Mackenzie River (pink shading), Barents Sea (orange shading), Gulf of Mexico (red shading), North Sea (dark red shading), Nordic Sea (hollow green), North Atlantic between $50^{\circ}$ and $70^{\circ} \mathrm{N}$ (hollow blue), Hudson Strait (hollow dark green), St. Lawrence River (hollow black), Weddell Sea (yellow shading) and Ross Sea (gray shading).

# Chapter 3 The phasing of global climate responses to Northern Hemisphere meltwater discharge during the last deglaciation 

### 3.1 Introduction

A simulation of the last deglaciation ( 21,000 to 10,000 years ago) using a synchronously coupled atmosphere-ocean general circulation model reproduces the structure and timing of global climate signals identified from proxy records. These results support the Milankovitch theory in showing that the last deglaciation was initiated by rising mid- to high-latitude Northern Hemisphere spring-summer insolation. The orbitally induced increase in meltwater discharge from Northern Hemisphere ice sheets causes early deglacial warming of the Southern and deep oceans through oceanic and atmospheric teleconnections, accounting for the Southern Ocean, deep-ocean and tropical Pacific lead over Northern Hemisphere temperatures. Meltwater-induced changes in deep-ocean temperature and Southern Hemisphere sea-ice extent may have also contributed to degassing of $\mathrm{CO}_{2}$ from the ocean to the atmosphere.

The Milankovitch theory states that changes in high-latitude Northern Hemisphere (NH) summer insolation caused glacial cycles through their impact on ice-sheet mass balance [Milankovitch, 1941]. Although statistical analyses of long climate time series supported an orbital control on the Earth's climate by identifying the same periods as in the Earth's solar orbit, they posed a direct challenge to the Milankovitch theory in showing that changes in Southern Hemisphere (SH) climate were in phase with or led those in the north, including the marine $\delta^{18} \mathrm{O}$ proxy of (largely NH) ice-volume changes [Hays et al., 1976; Imbrie et al., 1992; Imbrie et al., 1993]. Because temperature, local hydrography, and ocean transit time also affect the marine $\delta^{18} \mathrm{O}$ signal, however, its use for evaluating the Milankovitch theory is compromised. This issue
can be circumvented by examining the ice-sheet and sea-level history of the last deglaciation, which is known directly from terrestrial [Clark et al., 2009] and paleo-shoreline [Fairbanks, 1989] records. These constraints support the theory in showing that onset of NH deglaciation began after an increase in high-latitude NH insolation but before the onset of SH warming and atmospheric $\mathrm{CO}_{2}$ rise [Clark et al., 2009]. Nevertheless, subsequent climate changes still indicate a SH, deep-ocean and tropical Pacific Ocean lead over NH temperatures [Petit, 1999; EPICA Community Members, 2006; Charles et al., 1996; Lea et al., 2000], which is not an obvious prediction from NH insolation forcing. Two general hypotheses currently exist to explain these phase relationships. The first, consistent with Milankovitch, proposes that the initial response to orbital forcing occurs in the high-NH latitudes and is then transmitted rapidly to the Southern Ocean through North Atlantic Deep Water and changes in ocean heat transport [Imbrie et al., 1992; Alley et al., 2002; Clark et al., 2004]. The second hypothesis proposes a SH-insolation control on SH climate [Stott et al., 2007; Huybers and Denton, 2008; Timmermann et al., 2009], implying that the hemispheric responses were controlled by regional orbital forcing.

Here we use a synchronously coupled atmosphere-ocean general circulation model to test the hypothesis that high-latitude NH orbital forcing can explain the early deglacial warming of the SH and deep ocean. As the continuation of the simulation in Liu et al. [2009], we have completed the transient simulation of the last deglaciation using the NCAR-CCSM3 [Yeager et al., 2006]. Starting from a previous Last Glacial Maximum (LGM) simulation [Otto-Bliesner et al., 2006], our model was integrated from 22 ka forward (ka: 1,000 years ago). The model was forced by changes in insolation [Berger, 1978], atmospheric greenhouse gas concentrations [Joos and Spahni, 2008] (Fig. 1 A), continental ice-sheet orography and extent [Peltier, 2004],
coastlines [Peltier, 2004], and meltwater fluxes derived from NH and Antarctic ice sheets (Fig. 1, B and C). Detailed information for materials and methods is described in the supporting online material (SOM).

### 3.2 The trigger for the initial NHMW

The results from our transient simulation provide a rigorous test for the Milankovitch theory of NH-insolation control of the last deglaciation. Even though the deglacial increase of SH spring insolation was comparable to that of the NH summer insolation [Stott et al., 2007; Timmermann et al., 2009], during the onset of the last deglaciation (22-19 ka), mid- to highlatitude NH spring-summer insolation anomalies were $\sim 3$ times larger than those in the SH (shading in Fig. 2, A and B). As a result, NH summers warm by up to $\sim 3^{\circ} \mathrm{C}$ in the Arctic and $\sim 5$ ${ }^{\circ} \mathrm{C}$ over Eurasia, with an area average of $0.7^{\circ} \mathrm{C}$ warming in NH mid-latitude and polar regions (Fig. 2, C and E). In contrast, the simulated area-average SH summer temperature 22-19 ka is only one-third $\left(\sim 0.2{ }^{\circ} \mathrm{C}\right)$ of that in the NH , with regional warming of less than $2{ }^{\circ} \mathrm{C}$ confined to between $90^{\circ} \mathrm{E}$ and $150^{\circ} \mathrm{E}$ of the eastern Antarctic region (Fig. 2, C and F). On the other hand, the SH summer duration in the transient simulation is mainly due to deglacial $\mathrm{CO}_{2}$ increase, not the local insolation (Fig. 2 D and SOM Text 1), which is consistent with the relatively stable Antarctic temperature reconstruction during the Holocene [Petit, 1999; EPICA Community Members, 2006]. In summary, with realistic orbital forcing that exhibits the increase of austral spring insolation [Stott et al., 2007] and longer duration of austral summer [Huybers and Denton, 2008], our transient simulation does not produce significant warming in the SH at the onset of the last deglaciation. Instead, the last deglaciation originated in the NH due to its larger increase
of high-latitude spring-summer insolation, likely initiating the retreat of NH ice sheets 20-19 ka [Clark et al., 2009].

### 3.3 The simulation of deglacial climate evolution

As shown previously [Liu et al., 2009], the NH meltwater (NHMW) forcing associated with the onset of NH deglaciation $\sim 19$ ka causes the start of a decrease in the Atlantic meridional overturning circulation (AMOC) that continues to decrease in response to continued NHMW forcing associated with ongoing retreat of NH ice sheets [Dyke, 2004] and iceberg discharge during Heinrich event 1 [Bond et al., 1992], resulting in a near-collapse of the AMOC by 17.5 ka (Fig. 1 D). The reduction of the AMOC causes Oldest Dryas (OD) (19-14.5 ka) cooling in the Greenland ice core whereas the sudden termination of NHMW at 14.67 ka is responsible for the resumption of AMOC and abrupt Bølling warming (Fig. 1 E ).

Our new results show that discharge during meltwater pulse 1A (mwp-1A) [Fairbanks, 1989], with $25 \%$ of the meltwater ( 5 m ) sourced from the Northern Hemisphere and $75 \%$ ( 15 m ) sourced from Antarctica [Bassett et al., 2005; Carlson, 2009] (Material and Method 2), causes a reduction in the AMOC and the associated cooling during the Older Dryas event at $\sim 14 \mathrm{ka}$. The reduction of NHMW after mwp-1A causes the Allerød warm period $\sim 14-12.9 \mathrm{ka}$, while a subsequent increase in NHMW weakens the AMOC, resulting in the Younger Dryas cold interval ( $\sim 12.9-11.7 \mathrm{ka}$ ), although the cooling is less than that reconstructed from Greenland ice cores (SOM Text 2) (Fig. 1, C, D and E). Following the Younger Dryas, continued NH ice-sheet melting prevents AMOC from reaching the Holocene level and causes cooler Greenland surface air temperature (SAT) than proxy records in early Holocene (SOM Text 2).

Our simulated temperatures agree with the Antarctic ice-core temperature reconstructions in showing a gradual trend of deglacial warming. In particular, our simulation reproduces the early onset of Antarctic warming 19-18 ka as well as the full magnitude of deglacial warming of $8-10{ }^{\circ} \mathrm{C}$ reconstructed from Antarctic ice cores (Fig. 1 J) [EPICA Community Members, 2006; Jouzel et al., 2007]. The model also simulates 500 years of cooling in response to the Antarctic contribution to mwp-1A. Although this cooling is coincident with the onset of the Antarctic Cold Reversal (ACR, $\sim 14.5 \mathrm{ka}$ ), it is considerably shorter than the observed 2-kyr duration of the event. The long duration of ACR can be attributed to the resumption of NADW formation as well as the plateau of $\mathrm{CO}_{2}$ levels during BA/ACR (SOM Text 3).

### 3.4 The deglacial phasing between NH, SH and Tropics

Our simulation also captures deglacial climate events reconstructed from proxy records in the Atlantic [Liu et al., 2009], Pacific and Indian oceans, including similar amplitude of deglacial warming. Consistent with sea surface temperature (SST) reconstructions [Calvo et al., 2007; Pahnke and Sachs, 2006], deglacial SST warming begins $\sim 19 \mathrm{ka}$ in the South Pacific (Fig. 1 I and SOM Text 4). In the western equatorial Pacific and Indian oceans, SST deglacial warming begins at $\sim 17.5 \mathrm{ka}$ (Fig. 1, G and H), or more than 1 kyr after warming begins in the South Pacific and Antarctic regions. When combined with results from the Antarctic region, we thus find that deglacial surface warming in the SH occurs first at high latitudes and then later at lower latitudes. Specifically, the zonal averages of the SSTs and Antarctic SATs in the transient simulation show that surface warming starts first at 19 ka in the SH polar and subpolar regions, followed by onset of warming at $\sim 18 \mathrm{ka}$ in the SH subtropics and tropics, and finally at 17 ka along the equator (Fig. 3 B ).

In contrast to the southward age progression of deglacial surface warming, the deep ocean from the Southern Ocean to the equator warms synchronously at 19 ka in response to NHMW discharge (Fig. 3, A and C). The timing and amplitude of simulated global deep-ocean warming is in good agreement with a reconstruction derived from the ice-volume corrected global benthic d180 record [Clark et al., 2009] as well as with a $\mathrm{Mg} / \mathrm{Ca}$-derived ocean temperature reconstruction from 2500 m depth in the eastern tropical Pacific [Martin et al., 2005] (Fig. 4 B). The amount of simulated warming of the deep ocean, however, varies in different basins during the last deglaciation, with up to $4{ }^{\circ} \mathrm{C}$ warming in the Pacific and Indian Ocean and up to $7{ }^{\circ} \mathrm{C}$ warming in the Atlantic and Arctic basin warming (fig. S11).

The early warming of the Southern Ocean, Antarctica, and the deep ocean at $\sim 19 \mathrm{ka}$ occurs in response to the NHMW forcing associated with retreat of NH ice sheets. To further demonstrate these responses to NHMW, we performed a sensitivity experiment with a much stronger NHMW forcing (11 times that in the transient simulation) (fig. S3 A and Material and Method 3), which shows that the early warming is discernible in less than 100 years after the start of this stronger forcing (fig. S3, B and C). This rapid response in SH and deep-ocean temperatures to NHMW is caused by the bipolar seesaw (Fig. 1 F) [Crowley, 1992; Barker et al., 2009] and other climate teleconnections in the ocean and atmosphere [Huang et al., 2000; Liu and Alexander, 2007] (SOM Text 5 and 6).

In contrast to this SH response to NHMW, tropical SSTs do not begin to warm until the initial increase in atmospheric $\mathrm{CO}_{2}$ around 17-18 ka [Stott et al., 2007; Mix et al., 1986; Lea et al., 2006] (Fig. 3, A and B) (SOM Text 7). We investigate the response of equatorial SST to deglacial $\mathrm{CO}_{2}$ forcing using paired sensitivity experiments, one with only $\mathrm{CO}_{2}$ and one with only
insolation as the transient forcing (Material and Method 3). The results indicate that the insolation-only forcing cannot induce significant equatorial warming, whereas the $\mathrm{CO}_{2}$-only transient forcing reproduces much of the observed equatorial SST deglacial evolution (fig. S4).

We next consider how our simulated changes in deep-ocean temperature and sea ice may have caused changes in atmospheric $\mathrm{CO}_{2}$. Through its control on the mean solubility of $\mathrm{CO}_{2}$ of the ocean [Martin et al., 2005; Kutzbach et al., 2010], the $\sim 2.5{ }^{\circ} \mathrm{C}$ vertically averaged global ocean warming through the last deglaciation in our transient simulation (Fig. 4 B ) can increase atmospheric $\mathrm{CO}_{2}$ by $\sim 30 \mathrm{ppmv}$, explaining $40 \%$ of the observed $\mathrm{CO}_{2}$ rise (Fig. 4 A ). SH sea ice may also affect atmosphere $\mathrm{CO}_{2}$ by reducing air-sea gas exchange in critical areas of deep water formation [Stephens and Keeling, 2000; Fischer et al., 2010]. The simulated SH sea-ice area decreases by $50 \%$ during the last deglaciation and shows similar variability with a SH sea-ice reconstruction (Fig. 4 C ) [Fischer et al., 2007]. It is notable that the deglacial changes of both ocean temperature increase and sea ice retreat occur in two stages, with two thirds of the deglacial changes occurring approximately between 19 ka and $\mathrm{BA} / \mathrm{ACR}$ and another one third occurring between YD and Holocene (fig. S12). We note that a similar two-stage deglacial evolution also occurred in atmospheric $\mathrm{CO}_{2}$, with two thirds of the deglacial $\mathrm{CO}_{2}$ rise occurring during the OD , a pause during the ACR , and another one third of deglacial rise between YD and Holocene. Since both ocean temperature and SH sea ice retreat starts 19 ka as a response to NHMW (SOM Text 5 and 6), our transient simulation thus suggests that NHMW may contribute to the deglacial rise in atmospheric $\mathrm{CO}_{2}$ through the reduction of seawater solubility from the global ocean warming and by a reduction in SH sea-ice extent via the bipolar seesaw.

### 3.5 Conclusions

Our transient simulation of the last deglaciation in CCSM3 reproduces the structure and timing of the major deglacial climate changes reconstructed from proxy records in Greenland, Antarctica, the tropical Pacific Ocean, the Southern Ocean, and the deep Pacific Ocean, suggesting that our model exhibits reasonable climate sensitivity in those regions and is capable of simulating abrupt climate changes. These results also demonstrate a physical mechanism that can explain the apparent inconsistency between the Milankovitch hypothesis and the early deglacial warming of the SH: the SH lead is caused by NHMW discharge (initially induced by orbital forcing) that warms the SH and cools the NH [Imbrie et al., 1992; Alley et al., 2002; Clark et al., 2004]. By causing deep-ocean warming and SH sea-ice retreat, NHMW likely also contributed to the deglacial $\mathrm{CO}_{2}$ rise, providing an important feedback on subsequent global deglaciation.
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Figures


Figure 1: Data-model comparison for several benchmark time series. (A) June 21st insolation at $60^{\circ} \mathrm{N}$ (blue) [Berger, 1978] and atmospheric $\mathrm{CO}_{2}$ concentration (green) [Joos and Spahni, 2008]. (B) Relative sea level from the reconstruction and eustatic sea level in the model (red). Sea level data are from Barbados (blue) [Peltier and Fairbanks, 2006], Bonaparte Gulf (orange) [Yokoyama et al., 2000], Sunda Shelf (green) [Hanebuth et al., 2000] and Tahiti (black) [Bard et al., 1996]. (C) NHMW fluxes in the model. (D) $\mathrm{Pa} /$ Th ratio at Bermuda as a proxy for AMOC export [McManus et al., 2004], and model maximum AMOC transport (below 500 m ). Sv, Sverdrup ( 1 Sverdrup $=10^{6} \mathrm{~m}^{3} \mathrm{~s}^{-1}$ ). (E) Greenland SAT based on GISP2 $\delta^{18} \mathrm{O}$ reconstruction with borehole temperature calibration [Cuffey and Clow, 1997] and in the model (model offset by $-4.5^{\circ} \mathrm{C}$ ). (F) SST from the South Atlantic [Barker et al., 2009] and model (offset by $2.9^{\circ} \mathrm{C}$ ). (G) SST from Southwest Indian Ocean [Bard et al., 1997] and model (offset by $2^{\circ} \mathrm{C}$ ). (H) SST from the West Pacific warm pool (core MD98-2176) [Stott et al., 2007] and model (offset by $0.4^{\circ} \mathrm{C}$ ). (I) SST off New Zealand [Pahnke and Sachs, 2006] and model (offset by $0.9^{\circ} \mathrm{C}$ ). (J) Antarctic SAT from Dome C $\delta$ D reconstruction [Jouzel et al., 2007] and model. In (D) to (J), black for the reconstruction, and red for transient simulation. All model variables are shown in 10 year averages. Overall, model simulations are in good agreement with the proxy records. BP, before present.


Figure 2: Local summer SAT changes at the end of LGM in the transient simulation. (A) Changes of area average of NH mid-high latitude ( $40 \sim 90^{\circ} \mathrm{N}$ ) insolation at the top of the atmosphere in seasonal averages: MAM (triangle), JJA (filled circle), SON (open circle), DJF (square). (B), Same as (A), but for $40 \sim 90^{\circ} \mathrm{S}$ in SH . (C) Changes of area average of local summer SAT in NH (red) and SH (blue) mid-high latitude in 10 year averages. (D) Summer duration at $55^{\circ} \mathrm{S}$ with all (red), $\mathrm{CO}_{2}$-only (blue) and orbit-only (light blue) forcing. ( $\mathbf{E}, \mathbf{F}$ ), pattern of local summer SAT changes between 19 and 22ka in NH (E) and SH (F).


Figure 3: Southern hemisphere deglacial warming in transient simulation (20~15ka). (A) NHMW fluxes in the model (green) and atmospheric $\mathrm{CO}_{2}$ concentration (red) [Joos and Spahni, 2008]. (B) Zonal average of Antarctic SAT at $80^{\circ} \mathrm{S}$ (black), Southern Ocean SST at $55^{\circ} \mathrm{S}$ (green), $45^{\circ} \mathrm{S}$ (blue) and Pacific SST at $30^{\circ} \mathrm{S}$ (orange), $15^{\circ} \mathrm{S}$ (dark red) and $0^{\circ} \mathrm{S}$ (red). All model variables are anomalies in 10-year averages with reference to the average value between 20 and 19 ka . (C) Same as (A), but for deep ocean temperature at 2300 m depth.


Figure 4: Deglacial evolution of ocean temperature and SH sea ice area from both the transient simulation and proxy data. (A) NHMW fluxes in the model (green) and atmospheric $\mathrm{CO}_{2}$ concentration (red) [Joos and Spahni, 2008]. (B) Deep ocean temperature from eastern equatorial Pacific (black) [Martin et al., 2005] and model (red, offset by $2.5^{\circ} \mathrm{C}$ ), overlaid with global mean ocean temperature in the model (orange) and proxy reconstruction (green) [Clark et al., 2009].
(C) SH sea ice area from sea salt $\mathrm{Na}^{+}$(ssNa) reconstruction in 250-year averages (black) [Fischer et al., 2007] and model (red). All model variables are shown in 10 year averages. Overall, model simulations are in good agreement with the proxy records.

## Supporting online material (SOM)

### 3.6 Materials and method

### 3.6.1 Model Setup

The coupled general circulation model (CGCM) employed is the Community Climate System Model version 3 (CCSM3), centered at the National Center for Atmospheric Research (NCAR). CCSM3 is a global, coupled ocean-atmosphere-sea ice-land surface climate model without flux adjustment [Collins et al., 2006]. All the simulations were performed with T31_gx3v5 resolution [Yeager et al., 2006] that includes a dynamic global vegetation module. The atmospheric model is the Community Atmospheric Model 3 (CAM3) with 26 hybrid coordinate levels in the vertical and $\sim 3.75$-degree resolution in the horizontal. The land model uses the same resolution as the atmosphere, and each grid box includes a hierarchy of land units, soil columns, and plant types. Glaciers, lakes, wetlands, urban areas, and vegetated regions can be specified in the land units. The ocean model is the NCAR implementation of the Parallel Ocean Program (POP) in vertical z-coordinate with 25 levels. The longitudinal resolution is 3.6degrees and the latitudinal resolution is variable, with finer resolution near the equator ( $\sim 0.9$ degrees). The sea ice model is the NCAR Community Sea Ice Model (CSIM). CSIM is a dynamic-thermodynamic model that includes a subgrid-scale ice thickness distribution. The resolution of CSIM is identical to that of POP. The preindustrial control simulation reproduces the major features of global climate, most notably in the deep ocean [Otto-Bliesner et al., 2006]. The Last Glacial Maximum (LGM) CCSM3 simulation has a global cooling of $4.5^{\circ} \mathrm{C}$ compared to pre-industrial with amplification of this cooling at high latitudes and over continental ice sheets [Otto-Bliesner et al., 2006]. The LGM control run also simulates a shoaling of North

Atlantic Deep Water and farther northward penetration of Antarctic Bottom Water [OttoBliesner et al., 2007]. A 1,800-year LGM equilibrium simulation was branched off from an earlier LGM simulation in order to incorporate the dynamic global vegetation model (DGVM) and to reduce the model drift in the deep ocean. The transient simulation was then started at the end of the 1,800-year LGM/DGVM equilibrium run with transient orbital parameter starting at 22 ka (ka: 1,000 years ago). The transient concentrations of the greenhouse gases $\left(\mathrm{CO}_{2}, \mathrm{CH}_{4}\right.$ and $\mathrm{N}_{2} \mathrm{O}$ ) were adopted from Joos and Spahni [2008]. The continental ice sheets were modified approximately once per 500 years according to the ICE-5G reconstruction [Peltier, 2004]. The coastlines at LGM were also taken from the ICE-5G reconstruction, and were modified at 13.1 ka with the removal of the Fennoscandian ice sheet from the Barents Sea and at 12.9 ka with the opening of the Bering Strait.

### 3.6.2 Meltwater Scheme

One of the challenges of last deglacial simulation is the poor knowledge of meltwater fluxes from retreating ice sheets. Although sea-level records provide globally integrated information on meltwater fluxes, they have relatively large (up to 6 m sea-level equivalent volume) uncertainties and do not constrain the location(s) of meltwater discharge to the ocean. In our transient simulation, we paid special attention to the meltwater forcing during millennialscale events, such as the Bølling-Allerød (BA) warm periods, meltwater pulse 1A (mwp-1A), the Younger Dryas (YD) cold event, etc. At each millennial event, we performed several sensitivity experiments with the same initial condition, but different meltwater schemes in terms of the location and the rate of meltwater discharge. We chose the simulation to continue the transient simulation that best matched the proxy records of sea-level rise, Atlantic meridional overturning
circulation (AMOC) and Greenland surface air temperature (SAT). The results shown here are a continuation of the DGL-A meltwater scheme in Liu et al. [2009] into the early Holocene (SOM Table, figs. S1 and S2). Meltwater fluxes from the retreating ice sheets were derived from the record of sea level rise [Peltier and Fairbanks, 2006; Yokoyama et al., 2000; Clark et al., 2004; Bard et al., 2010] and geological indicators of ice-sheet retreat and meltwater discharge [Clark et al., 2004; Clark et al., 2002; Licciardi et al., 1999; Clark et al., 2001; Carlson et al., 2007; Carlson, 2008; Carlson et al., 2009; Clark et al., 2009; Carlson, 2009; Obbink et al., 2010]. The meltwater forcing during mwp-1A includes contributions from the Antarctic ( 15 m of equivalent sea-level volume) and Laurentide ( 5 m of equivalent sea-level volume) Ice Sheets [Clark et al., 2002; Carlson, 2009; Bassett et al., 2005]. Any larger (>5 m) Northern Hemisphere contribution results in a complete shutdown of AMOC and is inconsistent with proxy records [McManus et al., 2004; Stanford et al., 2006; Praetorius et al., 2008], which constrains the northern hemisphere's contribution to be $<25 \%$ of the total meltwater pulse volume ( $\sim 20 \mathrm{~m}$ ). We also adopted the sequence of freshwater discharge of Carlson et al. [2007] for the Younger Dryas.

### 3.6.3 Sensitivity experiments

Our simulation of the Transient Climate Evolution of the past 21,000 years (TraCE-21K) is driven by transient changes in the Earth's orbit configuration, meltwater discharge, atmospheric $\mathrm{CO}_{2}$ and other greenhouse gasses $\left(\mathrm{CH}_{4}\right.$ and $\left.\mathrm{N}_{2} \mathrm{O}\right)$ as well as discrete changes of ice sheet and marginal seas. In order to better understand the climate sensitivity to individual climate forcing, we performed several sensitivity experiments to estimate the contribution of a single transient forcing to TraCE-21K.

### 3.6.3.1 TraCE-19ka

This sensitivity experiment was branched off at 19 ka from TraCE-21K and was integrated for 300 years with fixed forcing (fig. S3). We use the values at 19 ka for both the orbital forcing and greenhouse gas concentration. The discharge of Northern hemisphere meltwater (NHMW) in TraCE-19ka goes into the same region as TraCE-21K, but the intensity of NHMW in TraCE-19ka is 11 times larger than that in TraCE-21K.

### 3.6.3.2 TraCE-CO 2 and TraCE-Orbit

In TraCE-21K, marginal seas were not modified between 17 and 15 ka and the changes of the NH ice sheets during these 2,000 years were minimal in this low-resolution version of CCSM3. We also applied a constant flux of NHMW to maintain AMOC in the collapsed state (Fig. 1, C and D). Thus, the transient climate evolution $17-15 \mathrm{ka}$ is attributable to changes in Earth's orbit and greenhouse gases (mainly $\mathrm{CO}_{2}$ ). Two experiments were performed, each with only one of the above transient forcing (fig. S4). Experiment TraCE-CO $\mathrm{C}_{2}$ branched off at 17 ka from TraCE- 21 K , and was driven only by transient changes in greenhouse gas concentrations with all other forcing kept at 17 ka values. TraCE-Orbit is similar to $\mathrm{TraCE}-\mathrm{CO}_{2}$ where only orbital forcing continues to change after 17 ka with all other forcing kept constant at 17 ka values.

### 3.7 Supporting online text

### 3.7.1 SH summer duration mainly controlled by deglacial atmospheric $\mathrm{CO}_{2}$ rise

Huybers and Denton [Huybers and Denton, 2008] proposed that the deglacial warming in the Southern Hemisphere (SH) polar region is caused by the deglacial increase of local summer duration. Based on one constant insolation threshold throughout the last 350,000 years, the calculated SH summer duration has been shown to covary with the Northern Hemisphere (NH) insolation intensity, which increased during the last deglaciation and decreased during the Holocene.

In Huybers and Denton [2008], the summer duration is defined as the number of days whose diurnal average insolation exceeds certain constant threshold. This constant insolation threshold is selected based on the modern day temperature-insolation relationship: the surface temperature is near $0^{\circ} \mathrm{C}$ when the insolation intensity reaches this threshold [Huybers, 2006]. In this way, the definition of summer duration is essentially the time interval when the surface temperature is above zero, which can be explicitly calculated in our transient simulations. However, we find the variability of SH summer duration in our transient simulation exhibits different evolution from the calculation in Huybers and Denton [2008]: even though the SH summer duration in the polar region increases during the last deglaciation, it keeps at a constant level throughout the Holocene (fig. S5 A). We also find the simulated integrated summer energy also increases during the last deglaciation, but keeps at a constant level during the Holocene (fig. S5 B).

Here, we argue that it is not valid to use constant insolation threshold in calculating summer duration for the past 350,000 years. Instead, the insolation threshold should vary in
different climates. For example, $275 \mathrm{~W} \mathrm{~m}^{-2}$ is used as the threshold for the calculation of the NH polar region summer duration based on the modern day temperature-insolation relationship [Huybers, 2006]. The correspondence between $0^{\circ} \mathrm{C}$ surface temperature and $275 \mathrm{~W} \mathrm{~m}^{-2}$ insolation is expected to fail at LGM, simply because the temperature is not only determined by the local insolation, but also by other factors, such as atmospheric $\mathrm{CO}_{2}$. In fact, our transient simulation demonstrates that the insolation threshold increases more than $300 \%$ from 60 to 250 $\mathrm{W} \mathrm{m}^{-2}$ at polar regions from the modern climate to the LGM (fig. S5 C).

We investigate the deglacial evolution of SH summer duration using paired sensitivity experiments, one with only $\mathrm{CO}_{2}$ and one with only insolation as the transient forcing (Material and Method 3). The results indicate that the $\mathrm{CO}_{2}$-only transient forcing (blue in Fig. 2 D ) reproduces much of the summer duration change found in the transient simulation with all forcing (red in Fig. 2 D ), and the insolation-only forcing plays only the secondary role in deglacial increase of SH summer duration (light blue in Fig. 2 D ). In addition to $\mathrm{CO}_{2}$ and orbit forcing, we also find meltwater discharges also have a significant impact on the SH summer duration. For example, the substantial increase of SH summer duration starts $\sim 19 \mathrm{ka}$ due to the increase of the SH surface temperature, which itself is caused by the bipolar seesaw response to NHMW (Fig. 3 and SOM Text 5-6). On the other hand, the meltwater discharge from Antarctica also significantly reduces the SH summer duration during mwp-1A.

### 3.7.2 Discrepancies between transient simulation and proxy data

In the transient simulation of the last deglaciation, there are several major discrepancies between the model and proxy data. Notable discrepancies between model and proxy records exist in Greenland during YD and early Holocene.

It remains a challenge for the climate model to produce Heinrich event 1 (H1)-like YD cooling when $\mathrm{CO}_{2}$ has increased by 50 ppmv (parts per million by volume) between H 1 and YD (Fig. 1 E ). For the beginning of the Holocene at 10 ka , the deglacial warming in the transient simulation does not reach the Holocene level because the sea level is still rising and considerable NHMW from the remaining Laurentide Ice Sheet keeps the AMOC in a weaker state and produces lower Greenland SAT than proxy record (Fig. 1 E ). Alternatively, the Greenland $\delta^{18} \mathrm{O}$ temperature calibration may not account for changes in precipitation source. Indeed, LeGrande and Schmidt [2009] showed a breakdown in the calibration during the early Holocene (i.e. colder temperatures but higher $\delta^{18} \mathrm{O}$ values) due to the rapid thinning and retreat of the Laurentide Ice Sheet. Similarly, Summit Greenland borehole SAT reconstructions show continued warming until 8 ka [Dahl-Jensen et al., 1998] while the Greenland $\delta^{18} \mathrm{O}$ records have relatively constant values starting at $\sim 10 \mathrm{ka}$. Thus this disagreement may not necessarily be due to model error but rather assumptions that go into converting $\delta^{18} \mathrm{O}$ to temperature with a constant calibration.

### 3.7.3 Transient simulation of the ACR

In Antarctica, a possible discrepancy exists during the ACR when the warming trend was interrupted between 14.8-14.2 and 12.9-12.6 ka depending on the ice-core record. Although the transient simulation only produces short-lived cooling at the onset of the ACR as a result of the mwp-1A contribution from Antarctic, there is a longer plateau in simulated Antarctic SAT driven by the resumption of NADW formation as well as the plateau of $\mathrm{CO}_{2}$ levels (Fig. 1 J ). This can be explicitly demonstrated in one sensitivity experiment (EXP-ACR hereafter) with the default transient forcing of insolation and greenhouse gas concentration, but without any meltwater discharge from either hemisphere during BA/ACR (fig. S6). The shutdown of NHMW at the
onset of the BA induces rapid resumption of the AMOC that causes warming over Greenland (fig. S6, A-C). Due to bipolar seesaw, the rapid resumption of the AMOC also initiates the cooling trend over the Antarctic (fig. S6 D). The cooling trend of Antarctic temperature lasts $\sim 2,000$ years during the $A C R$, presumably due to the long time scale associated with the adjustment of global thermohaline circulation. The small reduction of the atmospheric $\mathrm{CO}_{2}$ at the latter half of ACR also helps to maintain the cooling trend. Both the AMOC and Antarctic temperature during ACR in EXP-ACR have better agreement with the proxy reconstructions; however, EXP-ACR fails to simulate the Older Dryas over Greenland.

In the transient simulation (Fig. 1 J), the abrupt warming of the Antarctic SAT at the end of ACR is associated with the lowering of the Antarctic ice sheet in the prescribed ICE-5G reconstruction [Peltier, 2004].

### 3.7.4 Data-model comparison of the South Pacific SST

We performed comprehensive data-model comparison for the SST record in the South Pacific (fig. S7), and found the model exhibits reasonable climate sensitivity in simulating the proxy record through the last deglaciation in Chilean margin, South Australian margin, offshore of New Zealand and the Indian sector of the Southern Ocean. Both the model and proxy data suggest that deglacial SST warming begins $\sim 19-18$ ka in the South Pacific and Southern Ocean.

### 3.7.5 Bipolar seesaw plays the dominant role in SH deglacial warming

In Fig. 2, we demonstrate that the last deglaciation originated in the NH due to its larger increase of high-latitude spring-summer insolation, likely initiating the retreat of NH ice sheets and the NHWM discharge $20-19 \mathrm{ka}$. Using a sensitivity experiment with only transient orbital
forcing (EXP-Orbit-19ka hereafter), we explicitly demonstrate that the NHMW discharge and associated bipolar seesaw [Crowley, 1992] plays a more important role than the local (SH) insolation in SH deglacial warming (fig. S8). EXP-Orbit-19ka is a 2,000-year simulation between 19 and 17 ka with only transient orbital forcing. Since the $\mathrm{CO}_{2}$ record used in this study adopted the EDC1 age model [Joos and Spahni, 2008], $\mathrm{CO}_{2}$ does not vary significantly between 19 and 17 ka in the transient simulation. Therefore the major difference between the transient simulation and EXP-Orbit-19ka is the NHMW discharge and the associated bipolar seesaw. It is readily to see that the NHMW discharge causes the SH mid-high latitude summer temperature to increase substantially at the onset of the SH deglaciation $\sim 19 \mathrm{ka}$ with bipolar seesaw, which amounts to over $1{ }^{\circ} \mathrm{C}$ between 19 and 17 ka (red in fig. S8). With only the transient orbital forcing in EXP-Orbit-19ka, no significant warming is found in SH mid-high latitude between 19 and 17 ka . The comparison of the twin experiments with/without bipolar seesaw clearly shows the dominant role of bipolar seesaw in SH deglacial warming $\sim 19 \mathrm{ka}$. We note that the $\sim 1{ }^{\circ} \mathrm{C}$ deglacial warming induced by the bipolar seesaw between 19 and 17 ka is also consistent with Antarctic temperature reconstruction (Fig. 1 J).

### 3.7.6 Mechanism of the Pacific bipolar-seesaw and deep ocean warming

In the transient simulation, the early deglacial warming of the surface Southern Ocean is induced by the bipolar seesaw associated with NHMW forcing [Crowley, 1992]. The zonal average of Atlantic SST shows the Greenland-like millennial variations in the North and Antarctic-like deglacial warming in the South (fig. S9). Notably the zonal-average of Pacific SST also exhibits the similar feature with Greenland-like millennial variations in the north and Antarctic-like warming trend in the south (fig. S10). The North Pacific millennial variations
were induced by the atmospheric teleconnections with cooling during H 1 and YD and with warming during BA [Okumura et al., 2009]. As noted in Huang et al. [2000], a slowdown or shutoff of the NADW causes the cooling of North Atlantic, but tends to induce warming elsewhere via the deepening of the ocean thermocline. The signal is transmitted on decadal to centennial time scale from basin to basin through coastal and equatorial Kelvin waves, and is carried into interior of the ocean through Rossby waves. Therefore, the early warming in Southern and Deep Ocean is due to oceanic teleconnections via wave propagations from Atlantic into Pacific through Indian Ocean (fig. S11) [Knutti et al., 2004; Liu and Alexander, 2007].

### 3.7.7 Age uncertainty in $\mathrm{CO}_{2}$ records

The $\mathrm{CO}_{2}$ record used in this study adopted the EDCl age model [Joos and Spahni, 2008] and the deglacial $\mathrm{CO}_{2}$ rise started at $\sim 17 \mathrm{ka}$. If GISP2 age model is adopted [Marchitto et al., 2007; Lemieux-Dudon et al., 2010], the $\mathrm{CO}_{2}$ record during last deglaciation can be shifted by $\sim 1,000$ years earlier, which suggests deglacial $\mathrm{CO}_{2}$ rise started at $\sim 18 \mathrm{ka}$. In the transient simulation, the simulated deglacial warming in the Southern Ocean and Antarctic starts at 19 ka and leads the tropical warming by 2,000 years with the $\mathrm{CO}_{2}$ forcing on the $\mathrm{EDC1}$ age model, or by 1,000 years with a $\mathrm{CO}_{2}$ forcing on the GISP2 age model. Therefore, our conclusion about the lead-lag relationship between SH and equatorial Pacific does not change if we adopt the GISP2 age model for the $\mathrm{CO}_{2}$ record.
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## SOM table

Location of the meltwater forcing in the transient simulation

| Location | Longitude | Latitude |
| :---: | :---: | :---: |
| North Atlantic | $80^{\circ} \mathrm{W} \sim 20^{\circ} \mathrm{E}$ | $50^{\circ} \mathrm{N} \sim 70^{\circ} \mathrm{N}$ |
| Mackenzie river | $210^{\circ} \mathrm{E} \sim 240^{\circ} \mathrm{E}$ | $65^{\circ} \mathrm{N} \sim 75^{\circ} \mathrm{N}$ |
| Nordic Sea | $15^{0} \mathrm{~W} \sim 30^{\circ} \mathrm{E}$ | $55^{\circ} \mathrm{N} \sim 75^{\circ} \mathrm{N}$ |
| St. Lawrence River | $270{ }^{\circ} \mathrm{E} \sim 310^{\circ} \mathrm{E}$ | $38^{\circ} \mathrm{N} \sim 60^{\circ} \mathrm{N}$ |
| Gulf of Mexico | $255{ }^{\circ} \mathrm{E} \sim 280^{\circ} \mathrm{E}$ | $15^{\circ} \mathrm{N} \sim 33^{\circ} \mathrm{N}$ |
| Ross Sea | $140^{\circ} \mathrm{E} \sim 220^{\circ} \mathrm{E}$ | $60^{\circ} \mathrm{S} \sim 80^{\circ} \mathrm{S}$ |
| Weddell Sea | $70^{\circ} \mathrm{W} \sim 30^{\circ} \mathrm{E}$ | $60^{\circ} \mathrm{S} \sim 80^{\circ} \mathrm{S}$ |
| Hudson Strait | $280^{\circ} \mathrm{E} \sim 312^{\circ} \mathrm{E}$ | $55^{\circ} \mathrm{N} \sim 70^{\circ} \mathrm{N}$ |
| Arctic | $200^{\circ} \mathrm{E} \sim 275^{\circ} \mathrm{E}$ | $70^{\circ} \mathrm{N} \sim 76^{\circ} \mathrm{N}$ |
| Barents Sea | $25^{\circ} \mathrm{E} \sim 55^{\circ} \mathrm{E}$ | $65^{\circ} \mathrm{N} \sim 80^{\circ} \mathrm{N}$ |
| North Sea | $0^{0} \mathrm{E} \sim 12^{\mathbf{0}} \mathrm{E}$ | $45^{\circ} \mathrm{N} \sim 62^{\circ} \mathrm{N}$ |

## SOM figures



Figure S1: Meltwater forcing in the transient simulation in $\mathrm{m} / \mathrm{kyr}$ (meters of global sea level rise in 1,000 years). (A) Total meltwater forcing from northern hemisphere, which includes the meltwater discharge into (B) North Atlantic between $50^{\circ} \mathrm{N}$ and $70^{\circ} \mathrm{N}$, (C) St. Lawrence River, (D) Gulf of Mexico, (E) Mackenzie River, (F) North Sea, (G) Hudson Strait, (H) Barents Sea, (I) Arctic and (J) Nordic Sea. (K) Total meltwater forcing from southern hemisphere, which includes the meltwater discharge into (L) Weddell Sea and (M) Ross Sea. Refer SOM table 1 and fig. S2 for the exact location of meltwater discharge.


Figure S2: Location of meltwater discharge in the transient simulation: Arctic (blue shading), Mackenzie River (pink shading), Barents Sea (orange shading), Gulf of Mexico (red shading), North Sea (dark red shading), Nordic Sea (hollow green), North Atlantic between $50^{\circ} \mathrm{N}$ and $70^{\circ}$ N (hollow blue), Hudson Strait (hollow dark green), St. Lawrence River (hollow black), Weddell Sea (yellow shading) and Ross Sea (gray shading).


Figure S3: Response of the Southern Ocean and equatorial Pacific to the NHMW. (A) NHMW fluxes in transient simulation (light blue shading) and sensitivity experiment TraCE-19ka (light yellow shading). (B) Changes of zonal average SSTs in the Southern Ocean ( $45^{\circ} \mathrm{S}$, blue) and equatorial Pacific (red) in the transient simulation (light blue shading) and TraCE-19ka (light yellow shading). All model variables are anomalies in 10-year averages with reference to the average value between 20 and 19ka. (C) Same as (B), but for deep ocean temperatures at 2300 m.


Figure S4: Attribution of deglacial warming of the equatorial Pacific to deglacial $\mathrm{CO}_{2}$ rise. (A) Atmospheric $\mathrm{CO}_{2}$ concentration (blue) [Joos and Spahni, 2008] and changes of annual average insolation at equator (green) [Berger, 1978]. (B) Changes of Zonal average SSTs of equatorial Pacific in transient simulation TraCE-21K (red) and twin sensitivity experiments TraCE-Orbit (green) and $\mathrm{TraCE}-\mathrm{CO}_{2}$ (blue). All model variables are anomalies in 10 year averages with reference to the average value between 20 and 19 ka . Since $\mathrm{TraCE}-\mathrm{CO}_{2}$ produces the majority warming of equatorial Pacific in TraCE-21K between $17-15 \mathrm{ka}$, the deglacial warming of equatorial Pacific in TraCE-21K is mostly caused by the transient $\mathrm{CO}_{2}$ forcing.


Figure S5: The evolution of the insolation threshold for the summer durations in the transient simulation. (A) Summer duration at $55^{\circ} \mathrm{S}$. (B) Integrated summer energy at $55^{\circ} \mathrm{S}$. (C) Insolation threshold for $55^{\circ} \mathrm{S}$ at the end of the summer.


Figure S6: The transient simulation of the ACR in EXP-ACR. (A) Atmospheric $\mathrm{CO}_{2}$ concentration (blue) [Joos and Spahni, 2008] and NHMW (green) in the sensitivity experiment. (B) AMOC in the sensitivity experiment (red), superimposed by AMOC reconstructions (black and green) [McManus et al., 2004]. (C) Greenland SAT based on GISP2 $\delta^{18} \mathrm{O}$ reconstruction with borehole temperature calibration (black) and in the sensitivity experiment (red, model offset by $-4.5^{\circ} \mathrm{C}$ ). (D) Antarctic SAT from Dome C $\delta \mathrm{D}$ reconstruction (black) and model (red).


Figure S7: Data-model comparison for SST in South Pacific. (A) SST from South Australian margin [Calvo et al., 2007] and model (offset by $3^{\circ} \mathrm{C}$ ). (B) SST from Chilean margin [Kaiser et al., 2005] and model (offset by $3^{\circ} \mathrm{C}$ ). (C) SST from East New Zealand margin [Pahnke and Sachs, 2006] and model (offset by $1^{\circ} \mathrm{C}$ ). (D) SST from Southeast New Zealand margin [Pahnke and Sachs, 2006] and model (offset by $3.5^{\circ} \mathrm{C}$ ). (E) SST from Indian sector of the Southern Ocean [Rickaby and Elderfield, 1999] and model (offset by $0.7^{\circ} \mathrm{C}$ ). Overall, model simulations are in good agreement with the proxy records.


Figure S8: The dominant role of bipolar seesaw at the onset of SH deglacial warming. The transient simulation with bipolar seesaw (all forcing) is shown in red, and the transient simulation without bipolar seesaw (orbit-only forcing) is shown in blue. It is readily to see that the NHMW discharge causes the SH mid-high latitude summer temperature to increase substantially at the onset of the SH deglaciation $\sim 19 \mathrm{ka}$ with bipolar seesaw. All data are plotted in 10 year running averages.


Figure S9: Simulated zonal-average SST at various latitudes in Atlantic Ocean during last deglaciation. (A) June 21st insolation at $60^{\circ} \mathrm{N}$ (green) [Berger, 1978] and atmospheric $\mathrm{CO}_{2}$ concentration (red) [Joos and Spahni, 2008]. (B) NHMW fluxes in the model. (C) Simulated zonal-average SSTs at various latitudes in the North Atlantic Ocean (red), South Atlantic and Southern Ocean (blue). The zonal-average of Antarctic SAT at $85^{\circ} \mathrm{S}$ is also plotted in blue. The bipolar seesaw can be identified between 19 and $\mathrm{H} 1(\sim 17 \mathrm{ka})$ when the cooling occurs in the North Atlantic Ocean and the warming occurs in the south.
A)
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$(\mathrm{m} / \mathrm{kyr}) \mathrm{CO}(\mathrm{ppmv})$
C)


Figure S10: Same as fig. S9, but for Pacific Ocean. Again, the "Pacific bipolar seesaw" can be identified between 19 and H1 ( $\sim 17 \mathrm{ka}$ ) when the cooling occurs in the North Pacific Ocean and the warming occurs in the south.


Figure S11: Simulated zonal-average warming of the world oceans during last deglaciation (21~10ka): (A) Global Ocean. (B) Pacific Ocean. (C) Indian Ocean (D) Atlantic Ocean. The warming in Arctic Ocean can be seen in the NH polar region in (A).


Figure S12: Two-stage deglacial changes in transient simulation and proxy data. The vertically average global ocean temperature (blue) and SH sea ice (green) are from transient simulation, and the atmospheric $\mathrm{CO}_{2}$ concentration (red) are from the Dome C ice core [Joos and Spahni, 2008]. All the time series are normalized by their total deglacial changes from 22 to 7.5 ka , respectively. The black line delineates the level of two thirds ( $66.7 \%$ ). It is notable that both the ocean temperature increase and SH sea ice retreat occur in two stages in the transient simulation, with two thirds of the deglacial changes occurring approximately before BA/ACR and another one third occurring between YD and Holocene. A similar two-stage change also occurred in deglacial atmospheric $\mathrm{CO}_{2}$ rise.

## Chapter 4 Abrupt Climate Change Triggered by Norwegian Sea Convections

### 4.1 Introduction

In the IPCC AR4 report the warming at the end of $21^{\text {st }}$ century is projected as between two and four degree Celsius, depending on the different scenarios of future carbon emissions [Solomon et al., 2007]. However, this statement is based on the equilibrium sensitivity, and the climate system is likely to exhibit unexpected climate changes through the transient and nonlinear dynamics, especially in the polar region. During the last deglaciation (21,000 to 10,000 years ago), several millennial climatic events with temperature shifts of $10{ }^{\circ} \mathrm{C}$ or more punctuated the overall warming trend as recorded in both the Greenland ice core and ocean sediments in the North Atlantic Ocean [Cuffey and Clow, 1997; Waelbroeck et al., 1998; Bard et al., 2000]. The close relationship between the proxy data from the ice cores and the ocean sediment has been suggested to be caused by the variability of the Atlantic meridional overturning circulation (AMOC) [Broecker, 1985; Rahmstorf, 1995]. Recent reconstruction of AMOC via $\mathrm{Pa} / \mathrm{Th}$ provides further evidence that the variability of AMOC plays a critical role in modulating the millennial climate events during the last deglaciation [McManus et al., 2004]. Furthermore, regional abrupt climate changes are more likely to occur on even shorter time scale. For example, Lehman and Keigwin [1992] (LK92 thereafter) documented abrupt warming of Sea Surface Temperature (SST) and Surface Air Temperature (SAT) in less than 40 years in the Norwegian Sea during the last deglaciation, and they suspected that the abrupt warming was caused by the sudden deep water formation in the Norwegian Sea, which drew the Atlantic water into the Norwegian basin for the first time during the last deglaciation.

As stated in Alley et al. [2002], an abrupt climate change occurs when the climate system is forced to transition to a new state at a rate that is determined by the climate system itself, and which is more rapid than the rate of change of the external forcing. This statement emphasizes the importance of the nonlinearity and the transient climate response in the abrupt climate change: the abrupt climate changes develop more rapidly than the external forcing. In order to provide more accurate projection in the future, we need to demonstrate that the IPCC-type global climate models (GCMs) not only have the correct climate sensitivity to greenhouse gases, but also have the capability of simulating abrupt climate changes in the past. For this reason, the reasonable simulation of the abrupt climate change event in LK92 becomes one of the prerequisites for the current and future generation of GCMs to make faithful climate projections.

### 4.2 Model setup and boundary condition

Using low resolution of the NCAR-CCSM3 [Yeager et al., 2006], we have completed the first synchronously coupled atmosphere-ocean general circulation model simulation of the transient evolution of global climate of the last 21,000 years (TraCE-21K). Our simulation reproduces the timing, structure and amplitude of the major deglacial climate changes reconstructed from proxy records in Greenland, Antarctica, the tropical Pacific Ocean, the Southern Ocean, and the deep Pacific Ocean, suggesting that our model exhibits reasonable climate sensitivity in those regions. Since the first inflow of the Atlantic water to the Norwegian Sea occurred between Heinrich event 1 (H1) $\sim 17 \mathrm{ka}$ and Bølling-Allerød (BA) warming $\sim 14.5 \mathrm{ka}$ [Slubowska et al., 2005], we performed the 2,800-year transient simulation from 17.0 to 14.2 ka (TraCE-Abrupt thereafter) to test the capability of NCAR-CCSM3 in simulating the abrupt warming of the Norwegian Sea under slow changes of external forcing.

In TraCE-21K, the H 1 cooling is caused by the collapse of the AMOC with $15 \mathrm{~m} \mathrm{kyr}^{-1}$ North Hemisphere meltwater (NHMW) discharge into the $50-70^{\circ} \mathrm{N}$ of North Atlantic Ocean and $5 \mathrm{~m} \mathrm{kyr}^{-1}$ NHMW discharge into Gulf of Mexico [Liu et al., 2009]. Starting from H1, TraCEAbrupt was forced by smooth changes in insolation [Berger, 1978] and atmospheric greenhouse gas concentrations [Joos and Spahni, 2008] (Fig. 1 A). In order to ensure slow changes of external forcing for TraCE-Abrupt, we linearly decreased NHMW from $20 \mathrm{~m} \mathrm{kyr}^{1}$ to 0 in 2,800 years from 17.0 to 14.2 ka (Fig. 1 B and C). We also kept the continental ice-sheet orography and extent at its H 1 condition.

### 4.3 Abrupt onset of the Norwegian Sea warming

In TraCE-Abrupt, even though the reduction of NHMW is linear (Fig. 1 C), the response of AMOC to the ramped forcing exhibits nonlinearity (Fig. 1 D and Fig. 2). AMOC starts to increase slowly to $6 \mathrm{~Sv}\left(1 \mathrm{~Sv}=10^{6} \mathrm{~m}^{3} \mathrm{~s}^{-1}\right)$ as NHMW drops from 20 to $10 \mathrm{~m} \mathrm{kyr}^{-1}$, then AMOC increases more rapidly to 10 Sv as NHMW drops from 10 to $6 \mathrm{~m} \mathrm{kyr}^{-1}$. When NHMW drops from 6 to $3.0 \mathrm{~m} \mathrm{kyr}^{-1}$, AMOC increases slowly from 10 to 11.5 Sv . Just before NHMW zeroes out, there is a rapid 5.5 Sv increase of AMOC from 11.5 Sv to 17 Sv when NHMW drops from 3 $\mathrm{m} \mathrm{kyr}^{-1}$ to 0 . The modeled GISP2 temperature closely follows the change of AMOC and exhibits a similar nonlinear variability under the linear reduction of NHMW (Fig. 1 E and Fig. 3). There is also a rapid $4.5^{\circ} \mathrm{C}$ increase of SAT over Summit Greenland when NHMW drops from $3 \mathrm{~m} / \mathrm{kyr}$ to 0 . Even though TraCE-Abrupt fails to simulate the abrupt resumption of Greenland SAT as reconstructed from oxygen isotopes in Greenland ice cores, the modeled Summit Greenland temperature increases by $16^{\circ} \mathrm{C}$ from -45 to $-29^{\circ} \mathrm{C}$ from the H 1 to the onset of the BA (Fig. 3),
exhibiting excellent agreement with the amplitude of the SAT increase from the ice core reconstructions [Cuffey and Clow, 1997].

Associated with the rapid resumption of AMOC in TraCE-Abrupt $\sim 14.5 \mathrm{ka}$, the SAT in the Norwegian Sea shoots up from $-10^{\circ} \mathrm{C}$ to above freezing in just four decades (Fig. 1 F ). The extent of the $\sim 10{ }^{\circ} \mathrm{C}$ abrupt warming is mostly confined in the Norwegian Sea, and up to $3{ }^{\circ} \mathrm{C}$ warming also occurs in Greenland and Northwest Europe (Fig. 4 A). The SST in the Norwegian Sea also exhibits abrupt $3{ }^{\circ} \mathrm{C}$ increase from near $-1^{\circ} \mathrm{C}$ to $2{ }^{\circ} \mathrm{C}$ in $\sim 40$ years (Fig. 1 G ). This is the first time in TraCE-Abrupt that the Norwegian Sea has experienced above zero surface temperature since the LGM and it marks the onset of the deglaciation in this region.

The abrupt warming in the Norwegian Sea is indeed associated with the deep water formation and the Atlantic inflow, as was suggested by LK92. The maximum mix layer depth, an indicator of the deep water formation, remains around 50 m for 7500 years since 22 ka before abruptly deepens by more than 350 m in the Norwegian Sea in $\sim 40$ years $\sim 14.5 \mathrm{ka}$ (Fig. 1 J and Fig. 4 C). The deep water formation induces anticlockwise circulation in the Nordic Sea basin (Fig. 4 D) and draws the North Atlantic water into the Norwegian basin, with the speed of Norwegian current almost tripled within $\sim 40$ years (Fig. 1 H ). With the inflow of the warmer and saltier Atlantic water, the sea ice concentration in Norwegian basin abruptly reduces from $60 \%$ to $10 \%$ in $\sim 40$ years (Fig. 1 I and Fig. 4 B). After the sea ice opens, massive heat fluxes (Fig. 5 A) with maximum value above $100 \mathrm{~W} \mathrm{~m}^{-2}$ are transferred from the ocean into the atmosphere, resulting in the abrupt SAT increase. These heat fluxes are mainly from the sensible and latent heat fluxes (Fig. 5 B-D) as a result of the sudden opening of the sea ice in the Norwegian Sea.

The upward heat fluxes exclude any scenarios that the atmosphere dynamics accounts for the abrupt climate change.

### 4.4 Norwegian Sea stability as the threshold for the regional abrupt climate change

The spontaneous abrupt change with the slow changes of external forcing is often explained with the scenario that the system exceeds certain threshold [Lenton et al., 2008]. Therefore, the search for the specific threshold and the investigation of the associated physical mechanism are crucial for the potential projections of abrupt climate changes. It was hypothesized in LK92 and also clearly demonstrated in the transient simulation that the deep water formation in the Norwegian Sea is one of the crucial physical processes for the $\sim 40$-year abrupt warming in the Norwegian Sea. However, it is still unclear what triggers the convections in the Norwegian Sea, what sets the threshold for this event and whether this abrupt climate change event can be projected several years in advance.

The ocean convections can often be induced by the relatively unstable vertical density profiles, where the density of the water in the upper layer is larger than that below it. In TraCEAbrupt, with the linear reduction of NHMW discharge in Gulf of Mexico and $50-70^{\circ} \mathrm{N}$ of North Atlantic, the Norwegian Sea density starts to recover (Fig. 6). In addition, the density recovery is much faster on the upper layers than the lower layers because the fresh meltwater has the tendency to spread in the upper layer of the ocean. As a result, the stability in the Norwegian Sea becomes progressively weaker in TraCE-Abrupt and becomes marginally unstable at $\sim 14.5 \mathrm{ka}$ between 250 and 700 m (Fig. 1 K and Fig. 6), 300 years before the NHMW zeros out. The marginally unstable density profile quickly initiates the convections and induces the $\sim 10{ }^{\circ} \mathrm{C}$ abrupt warming event in the Norwegian Sea. In summary, our transient simulation suggests that
the abrupt Norwegian Sea warming event documented in LK92 can be triggered by the density instability in the subsurface ocean (Fig. 1 J and K). Because the stability of the Norwegian Sea is reduced relatively linearly under the slow change of the external forcing, the long term observations of the density structure in this region can give a reasonable projection several years before it becomes relatively unstable and sets off to initiate the ocean convections.

### 4.5 Conclusion

Our 2,800-year transient simulation with smooth changes of external forcing reproduces the 40-year Norwegian Sea abrupt warming event documented by LK92, suggesting that CCSM3 is capable of simulating abrupt climate changes. This abrupt warming is triggered by the sudden switch-on of the Norwegian Sea deep water formation that results in strong inflow of North Atlantic water and rapid opening of the sea ice in the Norwegian basin. The timing of the abrupt warming can be estimated by projecting when the subsurface water density profile reaches the threshold of the marginal instability. Our study suggests that long term observations of density profiles in the Arctic and West Antarctic are vital for projections of the potential abrupt climate events in the future.
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Figure 2. The co-variability between AMOC and NHMW flux in the transient simulation. Each dot represents 100 -year running mean. Blue line is for the early part with the increase of the NHMW in the transient simulation and purple line for the latter part with the reduction of the NHMW in TraCE-Abrupt.


Figure 3. Same as Figure 2, but for the co-variability between Summit Greenland SAT and NHMW.


Figure 4. The abrupt climate change in the Norwegian Sea in the transient simulation between 14.53 and 14.49 ka. (A) SAT. (B) Sea ice concentration. (C) Maximum mix layer depth. (D) Subsurface ocean current at 350 m depth.


Figure 5. Same as Figure 4, but for surface heat flux (positive means out of the ocean and land). (A) Total surface heat flux. (B) Surface sensible heat flux. (C) Surface latent heat flux. (D) Net longwave heat flux at surface. (E) Net shortwave heat flux at surface.


Figure 6. Evolution of the area average of the potential density in the Norwegian Sea at 100 m (black), 150 m (blue), 250 m (yellow), 350 m (dark red), 500 m (orange) and 700 m (red).

## Chapter 5 Summary and Concluding Remarks

### 5.1 Summary

The transient climate evolution of last Ice-Age termination ( 21,000 to 10,000 years ago) provides key observations for constraining the climate sensitivity and enhancing the understanding of global carbon cycle. In this dissertation, I presented the first complete synchronously coupled atmosphere-ocean general circulation model simulation of the last deglaciation using NCAR-CCSM3. The transient simulation reproduces many major features of the deglacial climate evolution in Greenland, Antarctic, tropical Pacific, Southern and Deep Ocean, suggesting that NCAR-CCSM3 exhibits reasonable climate sensitivity in those regions and is capable of simulating abrupt climate change.

In Chapter 1, I described the transient climate evolution of last deglaciation in light of updated or new proxy data reconstructions during the last decade, focusing on the deglacial history of polar temperatures and its potential drivers, such as insolation, $\mathrm{CO}_{2}$, ice sheet and ocean circulation. The updated proxy reconstructions show more clearly than before the close relationship between the ice cores and the ocean sediment reconstructions: the cooling of the Summit Greenland during OD and YD coincides with the slowdown of the AMOC; the warming of the Summit Greenland during BA and YD/Holocene transition coincides with the strengthening of the AMOC. The short synthesis of proxy data corroborates the notion that the variability of AMOC plays a critical role in modulating the millennial climate events during the last deglaciation [Broecker, 1985; McManus et al., 2004]. This provides a more concrete basis
for the possibility of conducting the simulation of the last deglaciation with the transient forcing of the AMOC, greenhouse gas concentration and the earth's orbital parameters.

After three years of number crunching between 2007 and 2010, I have completed the first transient simulation of the last 21,000 years (TraCE-21K) using a synchronously coupled atmosphere-ocean general circulation model (NCAR-CCSM3), thanks to the great advice from TraCE-21K team and the massive computational allocations at the National Center for Computational Science from the Department of Energy's INCITE program. TraCE-21K produces $\sim 200,000$ gigabytes of model output from both the 21,000 -year control simulation and $\sim 300$ sensitivity runs. All of the simulations have been analyzed with the help of the NCAR component post processing utilities, which produced detailed diagnostics of the transient evolution of the atmosphere, ocean, sea ice and vegetation in the model.

In Chapter 2, I documented in great detail the transient simulation of the last deglaciation, focusing on the rates and locations of meltwater discharge. Given its significant climatic impact, large uncertainties of meltwater discharge during the last deglaciation represent the major challenge for this transient simulation. Another large uncertainty involves the timing of the Bering Strait opening, which controls the freshwater exchanges between the Pacific, Arctic and Nordic Sea, and has significant impact on the AMOC as well. All the other transient forcing, such as the change of the insolation and greenhouse gases, are fairly accurate. In this regard, the transient simulation of the last deglaciation depends heavily on which scheme of meltwater discharge is adopted. Therefore, one of the major products from the TraCE-21K project is the derivation of one reasonable scheme of the meltwater discharges for the last deglaciation.

Another major product from the TraCE-21K project is the transient simulation of the surface temperature and precipitation of the last 21,000 years. With the data-model comparison approach, the surface temperature simulation can potentially provide more accurate estimate of the climate sensitivity to changes of insolation, greenhouse gases and ocean circulation.

The successful simulation of the onset of Bølling-Allerød (BA) warming demonstrates the excellent climate sensitivity of NCAR-CCSM3 to changes of AMOC [Liu et al., 2009]. The complete simulation of the climate evolution of the last 21,000 years further demonstrates that the NCAR-CCSM3 exhibits excellent regional climate sensitivity to changes of greenhouse gases. For example, the transient simulation of the last 21,000 years successfully reproduces the paleoclimatic reconstructions of the $\sim 12{ }^{\circ} \mathrm{C}$ deglacial warming over Summit Greenland, $2 \sim 3{ }^{\circ} \mathrm{C}$ deglacial warming over Tropical Pacific, $9 \sim 11^{\circ} \mathrm{C}$ deglacial warming over Antarctic and $2 \sim 3{ }^{\circ} \mathrm{C}$ deglacial warming at 3000 m depth of the Pacific Ocean. In addition, the transient simulation of the precipitation in southeastern China also reproduces the relatively dryer condition during OD and YD and relatively wetter condition during BA and YD/Holocene transition (Fig. 1). Because the transient simulation of the last 21,000 years adopted the default parameterizations in NCARCCSM3, the excellent sensitivity of NCAR-CCSM3 to greenhouses provides more confidence to its projection of future global temperature change in the IPCC Fourth Assessment Report [Solomon et al., 2007].

The transient simulation of the climate evolution of last 21,000 years provides us with a great tool for the evaluation of various hypotheses on glacial-interglacial transitions, deglacial carbon cycles, the termination of the African Humid Period, etc. In chapter 3, I provided quantitative evaluation of the prominent hypotheses of late Quaternary ice-age cycles
[Milankovitch, 1941; Stott et al., 2007; Huybers and Denton, 2008; Timmerman et al., 2009]. Using synchronously coupled atmosphere-ocean-dynamic vegetation general circulation model, I found that the Milankovitch theory not only survived another round of tests from the updated proxy data, but also survived the new test from the first transient simulation of the last deglaciation. The transient simulation supports the Milankovitch theory that the last deglaciation is triggered by the enhanced spring-summer insolation locally in the Northern Hemisphere. Northern Hemisphere glacial meltwater is able to induce the early deglacial warming of the Southern and Deep Ocean, and accounts for the lead-lag relationship among the Southern Ocean, tropical Pacific and Northern Hemisphere observed during the last Ice-Age termination. Furthermore, by inducing deep ocean warming and Southern Ocean sea ice retreat, Northern Hemisphere glacial meltwater likely plays an active role in deglacial $\mathrm{CO}_{2}$ rise and gives an explanation for the associations between Heinrich events and atmospheric $\mathrm{CO}_{2}$ rise.

In chapter 4, I demonstrated that NCAR-CCSM3 is capable of simulating the spontaneous abrupt climate change with smooth changes of external forcing [Alley et al., 2002]. NCAR-CCSM3 reproduces the 40 -year Norwegian Sea abrupt warming event during the last deglaciation with the exact mechanism proposed by Lehman and Keigwin [1992]. This abrupt warming is triggered by the sudden switch-on of the Norwegian Sea deep water formation that results in the strong inflow of North Atlantic water and the rapid opening of the sea ice in the Norwegian basin. The timing of the abrupt warming can be estimated by projecting when the smooth changes of the subsurface water density profile reach the threshold of the marginal instability.

### 5.2 Concluding remarks

Before concluding, I want to draw your attention again to the meltwater discharge, the major challenge in TraCE-21K project. Even with the consideration of the 5 m uncertainty in the sea level record, there are still large discrepancies in deglacial sea level rise between the transient simulation and proxy data (Fig. 2).

In fact, the data-model discrepancies result from the disagreement between the reconstructions of surface temperature around the North Atlantic Ocean and the relative sea level. With the associated northward heat transport, the slowdown of the AMOC has been suggested to be responsible for the cooling around the North Atlantic Ocean during OD and YD [Broecker et al., 1985; McManus et al., 2004], and the acceleration of the AMOC should account for the warming around the North Atlantic Ocean during BA and YD/Holocene transition. In this regard, the cold periods of the North Atlantic Ocean during OD and YD should witness more meltwater discharge and sea level rise, while the warm periods around North Atlantic Ocean during BA and YD/Holocene transition should witness less meltwater discharge and sea level rise. However, the relative sea level data shows just the opposite, with less sea level rise within OD and YD , and more sea level rise during BA and $\mathrm{YD} /$ Holocene transition. In fact, this inconsistency between North Atlantic temperature and sea level rise during BA is one of the reasons behind the Antarctic origin of the meltwater pulse 1A [Clark et al. 1996]. However, it is still unclear what is responsible for the inconsistency between North Atlantic temperature and sea level rise during OD, YD and early Holocene, which results in the discrepancy in the sea level rise between the data and the transient simulation in those periods (Fig. 2).

One of the possible explanations for the data-model discrepancy in deglacial sea level rise is that the relative sea level data do not indicate the eustatic (global) sea level rise from meltwater discharge due to the local glacial isostatic adjustment [Lambeck and Chappell, 2001]. The eustatic sea level rise, i.e., the estimate of the sea level rise from the meltwater discharge, has been estimated to be $130-140 \mathrm{~m}$ during the last deglaciation [Yokoyama et al., 2000, Lambeck and Chappell, 2001, Clark and Mix, 2002]. This is consistent with 135 m eustatic sea level from the meltwater discharge in the transient simulation.

To conclude, I'm looking forward to the data assimilation of the last deglaciation with coupled ice sheet model and carbon cycle model, which will give the ultimate test of the Milankovitch theory and provide the more convincing answers for the future climate change on our planet.
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Figures


Figure 1: Data-model comparison for several benchmark time series. (A) Greenland surface air temperature based on Greenland Ice Sheet Project 2 (GISP2) $\delta^{18} \mathrm{O}$ reconstruction with borehole temperature calibration [Cuffey and Clow, 1997] and in the model (model offset by $-4.5^{\circ} \mathrm{C}$ ). (B) $\delta^{18} \mathrm{O}$ of Hulu Cave stalagmites [Wang et al., 2001] and southeastern China ( $32^{\circ} \mathrm{N}$ and $110^{\circ} \mathrm{E}$ ) precipitation in the model. (C) SST in the west pacific warm pool from reconstruction (core MD98-2176) [Stott et al., 2007] and in the model (model offset by $-0.4^{\circ} \mathrm{C}$ ). (D) Deep ocean temperature in eastern equatorial Pacific from reconstruction [Martin et al., 2005] and in the model (model offset by $2.5^{\circ} \mathrm{C}$ ). (E) Antarctic SAT based on Dome C $\delta$ D reconstruction [Jouzel et al., 2007] and in the model. Black is used for the reconstructions, and red for transient simulation. All model variables are shown in 10-year averages. Overall, model simulations are in good agreement with the proxy records. BP, before present.


Figure 2: Relative sea level from the reconstructions and eustatic sea level in the model (orange). Sea level data are from Bonaparte Gulf (green) [Yokoyama et al., 2000], Sunda Shelf (black) [Hanebuth et al., 2000], Barbados (red) [Peltier and Fairbanks, 2006], Tahiti (blue) [Bard et al., 1996] and New Guinea (dark red) [Cutler et al., 2003]. The half-pluses represent the 5 m depth uncertainty of the relative sea level records.

